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1. BASIC SPECTROSCOPY

In order to explain how a spectrometer works, it is necessary to refresh some basic concepts of physics like interference and diffraction. The key optical element of a spectrometer is the diffraction grating. In this chapter we will derive the grating equation, resolving power, angular dispersion, and grating efficiency.

1.1 Light as waves
First, let us define that light is tiny packets called photons with wave like properties. Fig. 1.1 shows a sinusoidal wave that moves with velocity \( v \) along the \( x \)-axis. The amplitude of the wave can then be defined as simply

\[
E(x,t) = E_0 \sin(kx \pm \omega t),
\]

where \( E_0 \) is the maximum amplitude of the wave.

The wave repeats itself periodically in time \( t \) by \( T = \lambda / v \), where \( \lambda \) is the wavelength and \( v \) is equal to the speed of light, \( c \). \( k = 2\pi / \lambda \) is called the propagation number or wave number, and angular frequency is \( \omega = 2\pi / T \).

A more convenient way of representing a wave is to use complex mathematics. A wave can be described as the real part of a complex number (see Fig. 1.2).

\[
z = x + iy
\]

\[
z = E_0(\cos \phi + i \sin \phi).
\]

Furthermore, Euler’s formula states that

\[
e^{i\phi} = \cos \phi + i \sin \phi,
\]

where is \( \phi = kx \pm \omega t \). The real part of \( z \) is then

\[
\text{Re} \ z = E = E_0 \cos \phi.
\]

This is a very useful form when dealing with waves due to rules of complex mathematics. In 3D we may express the wave as

\[
E(r,t) = E_0 e^{i\phi}
\]

where \( r \) is the position and the phase is defined as

\[
\phi = k \cdot r - \omega t + \xi.
\]

\( \xi \) is the initial phase of the wave.
1.2 Interference

1.2.1 Two wave sources
Let us consider the simple case when just two waves $S_1$ and $S_2$ act together. According to equation (1.5) and (1.6), the waves may be expressed as

$$E_1 = E_0 e^{i\phi_1},$$
$$E_2 = E_0 e^{i\phi_2},$$  \hspace{1cm} (1.7)

where the phases are

$$\phi_1 = k_1 \cdot r_1 - \omega t + \xi_1,$$
$$\phi_2 = k_2 \cdot r_2 - \omega t + \xi_2.$$  \hspace{1cm} (1.8)

At point $P$ the net result must be the sum of the vectors $E = E_1 + E_2$. The intensity is then

$$I \approx \langle E \cdot E^* \rangle = \langle (E_0 e^{i\phi_1} + E_0 e^{i\phi_2}) \cdot (E_0 e^{-i\phi_1} + E_0 e^{-i\phi_2}) \rangle$$
$$= E_0^2 + E_0^2 + E_0 E_0 \cos(\phi_1 - \phi_2)$$
$$= E_0^2 + 2E_0 E_0 \cos(\phi_1 - \phi_2)$$
$$= E_0^2 + 2E_0 E_0 \cos(\sigma).$$  \hspace{1cm} (1.9)

The phase difference $\sigma = (k_1 \cdot r_1 - k_2 \cdot r_2) + (\xi_1 - \xi_2)$ is a sum of two terms. The first term is a result of the path difference between the two waves and the second due to the initial phase difference. Constructive and destructive interference occurs when $\cos \sigma$ equals +1 or -1, respectively.

$$\sigma = \begin{cases} 
2n\pi & \text{Constructive interference} \\
(2n+1)\pi & \text{Destructive interference} 
\end{cases} \hspace{1cm} (1.10)$$

In equation (1.10), $n$ is a positive or negative integer. Note that in the above we assumed that the waves were linearly polarized plane waves.

1.2.2 Several wave sources
Next we consider $N$ number of waves that are emitted by $S_N$ coherent and monochromatic sources. Each source is separated by a distance of $a$.

$$E_1 = E_0 e^{i(k \cdot r_1 - \omega t)}$$
$$E_2 = E_0 e^{i(k \cdot r_2 - \omega t)}$$
$$E_3 = E_0 e^{i(k \cdot r_3 - \omega t)}$$
$$\vdots$$
$$E_N = E_0 e^{i(k \cdot r_N - \omega t)}$$  \hspace{1cm} (1.11)

Coherent means that the phase difference between the waves are constant. Wave numbers and amplitudes are the same for all waves considered.
The phase difference between the waves is due to the path difference
\[ \sigma = \frac{2\pi}{\lambda} a \sin \beta. \]  

(1.12)

In Fig. 1.4 we assume that the distance to point P is much larger than a. It is common to use a method called the rotating vector sum method to obtain the total vector \( \mathbf{E} \) at point P.

In Fig. 1.5 \( O \) is the centre of circle with a radius of \( \rho \). It is circular since \( \sigma \) and \( E_0 = E_{01} \) are the same for each source. \( E \) is then found as
\[ E = CP = 2QP = 2\rho \sin \left( \frac{1}{2} N\sigma \right). \]  

(1.13)

From the triangle QCR we get
\[ E_{01} = 2\rho \sin \left( \frac{1}{2} \sigma \right). \]  

(1.14)

Eliminating \( \rho \) from equations (1.13) and (1.14) by division we finally obtain
\[ E = E_{01} \frac{\sin \left( \frac{1}{2} N\sigma \right)}{\sin \left( \frac{1}{2} \sigma \right)}. \]  

(1.15)

The intensity is proportional to \( E^2 \)
\[ I = I_0 \left( \frac{\sin \left( \frac{1}{2} N\sigma \right)}{\sin \left( \frac{1}{2} \sigma \right)} \right)^2 = I_0 \left[ \frac{\sin(N \pi a \sin \beta / \lambda)}{\sin(\pi a \sin \beta / \lambda)} \right]^2. \]  

(1.16)

Fig. 1.6 shows a plot of equation (1.16) as a function of wavelength \( \lambda \) and angle \( \beta \). The functions have a maxima equal to \( N^2 I_0 \) when \( \sigma = 2n\pi \). Or, in other words
\[ n\lambda = a \sin \beta. \]  

(1.17)

Zero intensity occurs when \((1/2)N\delta = n'\pi\), where \( n' \) is any integer except \( n' \in [0, N, 2N, \ldots] \). There are \( N-2 \) minima between maxima. As a consequence, \( \Delta\sigma = 2\pi / N \) corresponds to the phase change from peak down to zero intensity, or the half widths of the interference peaks.

Note that as the wavelength increases, the profiles shifts further away from zero order, \( n = 0 \). In addition, the separation between wavelengths increases with increased order number, \( n \). As \( N \) increases, the width of the peaks decreases. A distance of \( a = 1666.67 \text{nm} \) corresponds to a grating with 600 lines or grooves per \( \text{mm} \).
1.3 Diffraction

Interference is the result of individual sources interacting with each other. Diffraction, on the other hand, is noticeable when a wave is distorted by an obstacle that has dimensions comparable to the wavelength of the wave. An example is shown in Fig. 1.7 where ocean waves hit the entrance wall to a port or harbour.

Diffraction may be seen as the interference of a finite wave itself.

1.3.1 The single slit

A single slit may be used to diffract light in the same manner as described above. The width of the slit should be in the order of 100 μm or less to see any effects in the visible range of the spectrum (400 – 700 nm).

Huygens principle states that every point of a wave front can be thought of as the source of secondary wavelets. See Fig. 1.8. These new waves are defined as the diffracted waves, each with an amplitude $dE_0$.

The phase difference $\sigma$ between CC’ and AA’ is

$$\sigma = \frac{2\pi}{\lambda} CD = \frac{2\pi \alpha \sin \beta}{\lambda}. \quad (1.18)$$

The same method we used in section 3.1 is shown in Fig. 1.9. The length of $E$ becomes

$$E = 2QP = 2\rho \sin \left(\frac{1}{2} \alpha\right). \quad (1.19)$$

When $\beta = 0$ then

$$E_0 = \rho \alpha = \rho \left(\frac{2\pi b \sin \beta}{\lambda}\right), \quad (1.20)$$

since all $dE_0$ vectors are parallel for observations perpendicular to the slit.

From equation (1.19) and (1.20) we get

$$E = E_0 \left[ \frac{\sin(\pi b \sin \beta / \lambda)}{\pi b \sin \beta / \lambda} \right] , \quad (1.21)$$

and the intensity is proportional to the square of the amplitude

$$I = I_0 \left[ \frac{\sin(\pi b \sin \beta / \lambda)}{\pi b \sin \beta / \lambda} \right]^2 = I_0 \left( \frac{\sin u}{u} \right)^2 , \quad (1.22)$$

where $u = \pi b \sin \beta / \lambda$. 

![Figure 1.7. Example of diffraction: Ocean waves hitting a port entrance wall.](image)

![Figure 1.8. The single slit.](image)

![Figure 1.9. Rotating vector sum.](image)
Fig. 1.10 shows the diffraction pattern as a function of wavelength \( \lambda \) and angle \( \beta \). Zero order, \( n=0 \), has the largest intensity. The distance between maxima for a specific wavelength increases as \( \lambda \) increases. Thus, red wavelengths are more diffracted than blue.

Note that the maximum intensity is equal to \( I_0 \) since \( (\sin u/u)^2 = 1 \) for \( u = 0 \). Zero intensities occur when \( u = n\pi \), or

\[
bsin\beta = n\lambda.
\]  

(1.23)

1.3.2 The diffraction grating

We now have the tools to understand the diffraction grating. A diffraction grating consists of \( N \) single slits aligned as shown in Fig. 1.11. The spacing between the slits is \( a \), and the width of each slit is \( b \). Each slit will act as a source with an intensity given by equation (1.22). These \( N \) emitters will produce interference according to equation (1.16). The net intensity is then simply interference caused by \( N \) slits, modulated by the diffraction pattern of one single slit

\[
I = I_0 \left[ \frac{\sin(N\pi a\sin\beta/\lambda)}{\sin(\pi a\sin\beta/\lambda)} \right]^2 \times \left[ \frac{\sin(\pi b\sin\beta/\lambda)}{\pi b\sin\beta/\lambda} \right]^2. 
\]  

(1.24)

Fig. 1.12 plots equation (1.24) as a function of wavelength \( \lambda \) and angle \( \beta \).

Note that for each wavelength we obtain maxima at different angles except for zero order. This is the same for all wavelengths. Or in other words, we obtain spectra on each side of zero order. Also note that the location of the intensity maxima for each order increases for increasing wavelength. This effect is the opposite of what happens with a prism, where there are no spectral orders and blue light is more refracted than red.

1.3.3 Reflective gratings

In the previous section we looked at gratings that transmit light. The plane reflective grating may be thought of as a polished surface that has parallel grooves which have been made by a sharp diamond. The grating consists of narrow parallel mirrors, where each mirror acts as a source of interference in the same manner as described above. See panel (1) of Fig. 1.13.
The phase difference between each source due to path difference is sketched in panel (2) of Fig. 1.13

\[
\sigma = \frac{2\pi}{\lambda} (BC + AD)
\]

\[
= \frac{2\pi}{\lambda} (a \sin \alpha + a \sin \beta)
\]  

(1.25)

Maximum interference occurs at \( \sigma = 2\pi n \), or

\[
n\lambda = a (\sin \alpha + \sin \beta).
\]

(1.26)

Equation (1.26) is known as the grating equation, where \( n \) is the spectral order, \( \alpha \) the incident angle, and \( \beta \) the diffracted angle of the grating. If \( \alpha = \beta \), then the condition is called the Littrow configuration.

Note that so far most of the intensity is diffracted into the zero order. If the reflective surfaces are tilted at an angle \( \omega_b \) to the grating normal \( k \), we have a blazed grating. \( \omega_b \) is known as the blaze angle. Fig. 1.14 shows how a blazed grating may look like. Note that the phase difference between the rays \( S_1 \) and \( S_2 \), as a result of the grooves, is the same as in equation (1.25). This means that the interference pattern is not shifted in angle, and that the grating equation still holds.

This is not the case for rays \( S_0 \) and \( S_1 \). The blaze angle \( \omega_b \) will introduce a shift of the diffraction pattern away from zero order. The phase difference is now written as

\[
\sigma = \frac{2\pi}{\lambda} (BC + AD) = \frac{2\pi}{\lambda} (d \sin \varepsilon + d \sin \tau) = \frac{2\pi}{\lambda} a \cos \omega_b \left[ \sin(\alpha - \omega_b) + \sin(\omega_b - \beta) \right].
\]

(1.27)

The diffraction pattern of the blazed grating can now be found by the same method as described above but using updated the phase differences for interference and diffraction, equations (1.25) and (1.27), respectively. The result is plotted in Fig. 1.15.

As seen in Fig. 1.15, a small blaze angle \( \omega_b \approx 10^\circ \) will shift the diffraction pattern and the maximum intensity from zero to first order very effectively. Zero order is almost not visible.

Note from Fig. 1.14 that the grating becomes most efficient when \( \alpha - \omega_b = \omega_b - \beta \), since then each surface will act as a small mirror, reflecting the rays with equal angles from the groove normal.
An expression for the blaze wavelength $\lambda_b$ can now be derived from the grating equation (1.26)

$$ n\lambda = a(\sin \alpha + \sin \beta) $$

$$ n\lambda = 2a \sin \frac{1}{2}(\alpha + \beta) \times \cos \frac{1}{2}(\alpha - \beta) $$

$$ \alpha - \omega_b = \omega_b - \beta \Rightarrow \alpha + \beta = 2\omega_b $$

$$ \alpha - \beta = 2(\omega_b - \beta) = 2(\alpha - \omega_b) $$

$$ \lambda_b = \frac{2a}{n} \sin \omega_b \cos(\alpha - \omega_b) $$

A 600 grooves / mm grating with blaze angle $\omega_b = \alpha = 9.63^\circ$ gives a blaze wavelength $\lambda_b \approx 557.7\text{nm}$ for spectral order $n = 1$.

1.3.4 Overlapping spectral orders

One important behavior of a grating is that it produces multiple wavelengths at fixed diffraction angles as a function of spectral order. The overlapping wavelengths are a multiple of the factor $(1/n)$ from the grating equation (1.26). Fig. 16 shows the setup. A beam of white light hits the grating at an angle $\alpha$ to the grating normal $k$. Three diffracted rays are shown as a function of wavelength and diffraction angle $\beta$.

Air at ground level absorbs light below $\sim 190\text{nm}$. Wavelengths below the blue line in Fig. 1.16 are therefore not detected.

If you, for example, need to make a first order measurement in the visible spectral range 400 to 600 nm, then you will need to block out second order overlapping wavelengths from 200 to 300 nm. This is in the ultraviolet part (UV) of the electromagnetic spectrum. A cut off glass filter will be needed in order to block out this range, if your detector is sensitive to UV.

1.3.5 Resolving power

The resolving power $R$ is a theoretical concept defined as

$$ R \equiv \frac{\lambda}{\Delta \lambda}. $$

It is a measure of a grating's ability to separate adjacent spectral lines. Two spectral lines are considered resolved if the distance between them is such that the maximum of one falls on the first minimum of the other. This is known as the Rayleigh criterion.

The peak intensity of a grating occurs when the phase difference is $\sigma = 2\pi n$. The closest minimum occurs when $\Delta \sigma = 2\pi / N$. Differentiating equations (1.12) and (1.17) gives

$$ d\sigma = \frac{2\pi}{\lambda} a \cos \beta \, d\beta $$

(1.30)
and
\[ a \cos \beta \, d\beta = n \, d\lambda. \]  
(1.31)

Therefore,
\[ d\sigma = \frac{2\pi}{\lambda} n \, d\lambda = \frac{2\pi}{N}. \]  
(1.32)

Rearranging equation (1.32) gives us
\[ R \equiv \frac{\lambda}{\Delta \lambda} = n N. \]  
(1.33)

For example, a resolving power of \( R = (600 \text{ grooves/mm}) \times 12 \text{ mm} = 7200 \), will result in \( \Delta \lambda = 0.07 \text{ nm} \) at \( \lambda = 500 \text{ nm} \) for \( n = 1 \).

1.3.6 Angular dispersion

The angular dispersion is defined as \( \frac{d\beta}{d\lambda} \). Differentiating the grating equation (1.26) we simply obtain
\[ \frac{d\beta}{d\lambda} = \frac{n}{a \cos \beta}. \]  
(1.34)

It is a measure on how rays spread out in a diffracted angle per unit wavelength, and it plays a key role in the calculation of the instrumental bandpass. Note that the angular dispersion increases with order.

1.3.7 Grating efficiency

The theoretical efficiency \( E_n^\lambda \) of a grating may now be found as the integral factor between the intensity at spectral order \( n \) and the total diffraction pattern. Or since \( I = I_n^\beta(\beta) \) then
\[ E_n^\lambda = \left[ \frac{\beta + \Delta \beta}{\beta - \Delta \beta} \right]_0^{\pi/2} \times 100. \]  
(1.35)

Fig. 1.17 shows a typical efficiency curve \( E_n^\lambda \) for a 600 grooves / mm grating, blazed at 9.63°. For each wavelength \( \lambda \) and spectral order \( n \) we obtain \( \beta_n \) from the grating equation. \( \Delta \beta \) is the angle of peak interference down to first minimum from equations (1.30) and (1.32)
\[ \Delta \beta = \frac{\lambda}{Na \cos \beta_n}. \]  
(1.35)

The grating efficiency also depends on which coating material is used. For example, gold reflects light 10-15% better than aluminum in the near-infra red region of the spectrum.
1.4 The GRISM

A prism stacked in series with a transmission grating forms a diffractive element known as the GRISM or the Carpenters prism. Fig. 1.18 shows a wedge prism and a transmission grating separated a distance $D$ in the $x$-direction (air cap). The ray from $A$ to $B$ is parallel with the $x$-axis. It does not refract since it hits the prism head on. At point $B$ it ray will refract according to Snell’s law

$$n_p \sin \omega = \sin \alpha.$$  

(1.36)

The prism index of refraction $n_p$ is given by Cauchy’s formula as

$$n_p = A_i + \frac{B_i}{\lambda^2},$$

(1.37)

where $A_i$ and $B_i$ are constants depending on prism material. The distance from point $B$ to $C$ is now calculated as

$$\Delta x = L \cos(\alpha - \omega)$$

$$\Delta y = -L \sin(\alpha - \omega),$$

(1.38)

where $L = D \cos \omega / \cos \alpha$. At point C the refracted angle $\alpha$ becomes the incident angle to the grating. The grating equation may now be modified by equation (1.36)

$$n \lambda = a(\sin \alpha + \sin \beta) = a(n_p \sin \omega + \sin \beta).$$

(1.39)

The position of diffracted rays of length $S$ from point $C$ become

$$\Delta x' = S \cos(\omega + \beta)$$

$$\Delta y' = S \sin(\omega + \beta),$$

(1.40)

Equations (1.36) – (1.40) form the basics for ray tracking as function of wavelength.

Fig. 1.19 and Table 1.1 show the result of a computer generated ray tracking for the first spectral order in the visible part of the spectrum (400 – 700 nm). The prism has a diameter of 50 mm and a wedge angle $\omega = 30^\circ$. The material is Barium Crown (BaK4). The grating has 600 lines/mm.
Note that the yellow - green wavelength close to \( \sim 500 \text{ nm} \) passes straight through the GRISM, parallel to the \( x \)-axis. This *on-axis* effect of the GRISM is favorable due to the simplicity to stack additional optics on both the front and back side of it. Image quality will be preserved due to negligible *off-axis* effects.

The total spread in the diffracted angles of the spectrum is also less than using a grating alone. The latter is due to the fact that a prism disperses blue light more than red, whereas the grating diffracts red light more than blue. The net effect is a compact spectrum centered at the straight through wavelength \( \lambda_s \) of the GRISM, or when \( \alpha = -\beta = \omega \).

<table>
<thead>
<tr>
<th>Wavelength ( \lambda ) [nm]</th>
<th>Refractive index ( n_g ) (BaK4)</th>
<th>Incident angle ( \alpha ) [deg.]</th>
<th>Diffracted angle ( \beta ) [deg.]</th>
<th>GRISM angle ( \omega - \beta ) [deg.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>1.602</td>
<td>+53.23</td>
<td>-34.13</td>
<td>-4.13</td>
</tr>
<tr>
<td>492</td>
<td>1.591</td>
<td>+52.70</td>
<td>30.02</td>
<td>0.02</td>
</tr>
<tr>
<td>700</td>
<td>1.580</td>
<td>+52.18</td>
<td>-27.71</td>
<td>+8.29</td>
</tr>
</tbody>
</table>

**Table 1.1** GRISM data table for Fig. 19. Wedge angle \( \omega = 30^\circ \). \( n_g \) is refractive index of BaK4. Grating has 600 lines/mm with incident angle \( \alpha \) and diffractive angle \( \beta \). The GRISM angle \( \omega - \beta \) is relative to the \( x \)-axis.

The modified grating equation (1.39) becomes

\[
n\lambda_s = a(n_p - 1) \sin \omega.
\]

Furthermore, by differentiating equation (1.39) we obtain

\[
n \frac{d\lambda}{d\beta} = a \sin \omega \frac{dn_p}{d\beta} + a \cos \beta = -2a \sin \omega \frac{B_s \lambda}{\lambda^3} \frac{d\lambda}{d\beta} + a \cos \beta
\]

Rearranging gives the *angular dispersion* of a GRISM

\[
\frac{d\beta}{d\lambda} = \frac{n + 2aB_s \sin \omega / \lambda^3}{a \cos \beta}.
\]

The term \( 2aB_s \sin \omega / \lambda^3 > 0 \), which implies that the GRISM has increased angular dispersion compared to using a grating alone.
2. SPECTRAL DESIGNS

2.1 The Ebert-Fastie spectrometers

In 1889 Herman Ebert described a spectrometer using a spherical mirror and a plane reflecting grating. Also known as a Plane Grating System (PGS). His sketch is reproduced in Fig. 2.2 and shows the instrument as a photographic spectrograph.

![Figure 2.1](image1.png)

**Figure 2.1.** The Ebert-Fastie spectrometer: (1) curved entrance slit, (2) concave mirror, (3) plane reflecting grating, (4) curved exit slit, (5) collector lens, (6) photon counting detector, and (7) order sorting cut-off filter.

![Figure 2.2](image2.png)

**Figure 2.2.** Reproduction of Ebert’s sketch of his spectrometer. \( I_1 \) and \( I_2 \) are light baffles, \( P \) photographic plate, \( G \) grating, \( S \) entrance slit plane, \( K \) side plates, and \( H \) spherical concave mirror.

The light from the entrance slit \( S \) is first reflected by the right half part of the concave mirror \( H \). The grating \( G \) is then illuminated by a parallel beam of light, since the entrance slit is located in the focus plane of the mirror. Secondly, the diffracted rays from the grating are focused by the left half part of the mirror on to the photographic plate \( P \).

The grating may also be rotated to sweep an angular interval. The photographic plate is then replaced by an exit slit and a photon counting detector. As illustrated in Fig. 2.1, when the grating turns, the image of the entrance slit is observed at the exit slit in different wavelengths. This optical system is known as the *Ebert monochromator*.

In 1952 William G. Fastie improved the performance of the instrument, using curved slits instead of straight slits to reduce aberrations from the mirror.\(^6\)\(^7\) Problems of astigmatism became less, and the resolution of the instrument was improved. The instrument is therefore named the *Ebert-Fastie spectrometer*.

Note that the design only uses two active optical elements, which makes it ideal for low light applications such as airglow and faint auroras. Fig. 2.3 shows a 1\( m \) focal length auroral Ebert-Fastie. It is based on the original construction by Fastie at John Hopkins
University, Maryland in the beginning of the 70’s. In 1978, it was transferred by Gulamabas Sivjee and Charles Sterling Deehr to the Auroral Station in Adventdalen, Svalbard, Norway, from the Geophysical Institute (GI), University of Alaska, USA. Two more followed in 1980. The instruments are named 1m Green, ½m Black and 1m Silver Bullet according to focal length and chassis colour. Furthermore, Ove Harang’s ½m White was moved in 2004 from the Skibotn Observatory in Norway up to Svalbard. In 2007, they were all installed at the new Kjell Henriksen Observatory (KHO) on Svalbard. Data from these instruments are widely published and recognized.

Even though there are only two active optical components used in the Ebert-Fastie spectrometer, the image quality is limited due to off-axis aberrations such as coma, astigmatism, curved focal field (defocusing) and spherical aberrations.

The effect of coma is seen as an asymmetric recorded spectral line profile. The base is enlarged on one of the sides of the spectral line as a function of wavelength. Defocusing causes the exit slit image to be blurred. Both will degrade the bandpass, the spatial resolution and the signal to noise ratio. They are due to off-axis geometry of the PGS system. Spherical aberration of the mirror will also blur the exit slit image due the effect that edge versus center rays fail to focus to the same point. It can only be corrected by the use of aspheric optics. Even worse is astigmatism that produces two foci, the tangential and the sagittal foci, when using a spherical mirror off-axis. The net effect is a slit height magnification at the exit slit. A point at the entrance slit tends to be imaged as a line perpendicular to the dispersion plane. The effect is minimized by aspheric optics and curved slits.

The basic equations for an Ebert-Fastie spectrometer are derived in Appendix A.
2.2 The Czerny-Turner configuration

In 1930 M. Czerny and A. F. Turner\(^8\) described a spectrometer using two concave mirrors instead of only one as in the Ebert-Fastie design. Fig. 2.4 shows the optical layout.

![Figure 2.4](image)

**Figure 2.4.** The Czerny-Turner configuration: (1) entrance slit, (2) flat mirror, (3) concave mirror (collected), (4) reflective grating, (5) focusing mirror, (6) flat mirror, and (7) exit slit.

It is clearly equal to the Ebert-Fastie configuration, but it is more flexible. The mirrors may now have different focal lengths, size and position compared to the more rigid design of the Ebert-Fastie.

The two flat mirrors labelled (2) and (6) in Fig. 2.4 are just used to make the design more compact. They are not used in the original layout\(^8\).

Off-axis aberrations still affect the image quality, but the use of two smaller mirrors instead of one large is cost efficient.

The price of high quality aspheric mirrors with minimum aberrations tends increase dramatically with size or aperture. As a consequence, the Czerny-Turner configuration is one of the most used designs in spectroscopy.

2.3 The FICS concave grating spectrograph

Back in 1883 Henry Augustus Rowland invented the concave grating\(^3\) at the John Hopkins University. It both collimates and focuses the incident light beam. No extra mirrors or lenses are required. Today, holographic ion-beam etching techniques produce blazed concave gratings with high groove density and excellent image quality.

Fig. 2.5 shows a concave grating spectrograph made by Oriel® Instruments. The design is compact with no moving parts, and it has a high aperture (\(f/\text{value} = 2\)). The spectral range is 400-1100 nm. These qualities make it an ideal instrument for laboratory work, including lamp certification and absolute calibration of low light sources.

![Figure 2.5](image)

**Figure 2.5.** ORIEL Fixed Imaging Compact Spectrograph (FICS): (1) concave holographic grating, (2) flat mirror, (3) detector (CCD), (4) fiber bundle, and (5) entrance slit.
2.4 The GRISM spectrograph

![Diagram of the GRISM spectrograph]

**Figure 2.6.** The GRISM spectrograph: \(L_1\) front lens, \(S_1\) entrance slit, \(L_2\) collector lens, \(G\) grating, \(P\) prism, \(L_3\) camera lens and \(CCD\) imaging detector.

One popular design is the use of a GRISM as dispersive element. As mentioned in section in section 1.4, this design makes it possible to obtain a straight through center wavelength parallel the optical axis of the system. Fig. 2.6 shows a typical configuration of a GRISM spectrograph. The optical elements may be stacked head on (on-axis). The front lens \(L_1\) focuses light onto the entrance slit \(S_1\). Lens \(L_2\) collimates the GRISM and lens \(L_3\) focuses the diffracted light onto the image detector (CCD). The on-axis design reduces geometrical aberrations such as astigmatism and coma. The image quality is high compared to off-axis systems.

The grating may even be replicated or cemented straight onto the prism. No air cap is necessary as sketched in Fig. 1.18. A second prism may also be used to optimize the optical performance and protect the grating. A prism-grating-prism (PGP) element is shown in Fig. 2.7. An extra prism makes it possible to fine tune the straight through wavelength of the system.

![Diagram of the PGP element]

**Figure 2.7.** PGP-element. (1) Prism, (2) Grating and (3) Prism.

The company Specim Ltd. from Oulu in Finland has since the 90’s produced a large number of PGP element based spectrographs for both industry and science. The only disadvantage of the PGP systems is the relative high number of optical elements needed compared to an off-axis mirror system such as Ebert-Fastie design. High aperture and minimum transmission losses through a minimum of optical elements are essential for low light applications.
2.5 The Auroral Spectrophotometer number 3 (SP3)

The last design presented in this chapter is the auroral spectrophotometer number 3 (SP3). The history of SP3 tells a story of auroral spectroscopy that started with Lars Vegard’s spectrographs and the discovery of the proton aurora back in 1939. Vegard was former student of Kristian Birkeland and the founder of the Auroral Observatory in Tromsø. Later on the same institution, Anders Omholt and Leif Harang requested higher spectral resolution and sensitivity than Vegard’s spectrographs, which used large quartz prisms instead of gratings as the key dispersive elements. The result was SP3 constructed in 1960 by Willy Stoffregen at the Ionospheric Observatorium in Uppsala, Sweden. It was used extensively by his student Kjell Henriksen to study aurora, airglow and star spectra. In 1977 it measured for the first time Helium emissions in the polar cleft from Ny-Ålesund, Svalbard. It has even been used to obtain spectra of Barium released by rockets.

Fig. 2.8 shows the principal ray diagram and recording equipment of SP3 as originally designed by Stoffregen. The design has two modes. In the first mode, the collimator lens illuminates light from the entrance slit at an incident angle equal to the diffracted angle by the reflective grating. This is as mentioned in section 1.3.3 known as the Littrow condition. The collimator also focuses the light onto the exit slit. In front of the exit slit is a flat mirror that can be slightly bended to account for astigmatism.
As the grating sweeps in angular intervals, raw data from the cooled photon counting detector is plotted on the pen recorder. The result is stacked spectra with time. In the second mode, the instrument is used as a spectrograph with a photographic camera that looks down on the grating.

The instrument was found in late spring of 1993 stocked away in the garage of the Auroral Observatory in Tromsø. It was then completely covered with old scientific papers of the aurora, which most probably saved it from rust and degradation. The instrument was restored and the optical components realigned by the author under the supervision of his advisor Kjell Henriksen. Today, it is part of Svalbard Museum exhibition of the aurora.

Even though the SP3 is an old design from the 60’s, it is still attractive for auroral studies with its dual modes, high spectral resolution and aperture. New control electronics and detectors have been developed since it was initially put to use. As with that the Ebert-Fastie spectrometers at KHO, the photon counting and computer electronics have been continuously upgraded since the late 80’s. Or in other words, the optic designs stay more or less the same, while the field of optoelectronics has grown exponentially over the last decades.
3. SYSTEM OPTICS

In this chapter we will establish a general view on how to describe a spectrometer system. Parameters like the f/value, magnification and spectral bandpass will be explained.

3.1 Spectrometer optical diagram

An optical diagram is a standard way to trace rays through a spectrometer in an unrolled linear fashion. It visualizes a center cross section of the instrument perpendicular to the slits, parallel to the axis of refraction. Fig. 3.1 shows the layout of an optical diagram.

Light from the source area $S$ illuminates the front lens $L_1$ with half angle $\Omega$ and object distance $p$. $S_1$ is the imaged area of the source $S$ that is focused onto the entrance slit plane by lens $L_1$. $\Omega_1$ is the half angle and $q$ is the image distance of $L_1$. Next, $L_2$ collimates the grating $G$ with light that passes through the entrance slit area $S_2$ with half angle $\Omega_2$. $L_3$ focuses the diffracted light from the grating onto the exit slit plane with half angle $\Omega_3$. $S_3$ is then the area of diffracted entrance slit image. $f_2$ and $f_3$ are defined as the entrance arm length of $L_2$ and exit arm length of $L_3$, respectively. In practice, these arm lengths corresponds to the focal lengths of $L_2$ and $L_3$.

Note that the optical elements $L_1$, $L_2$ and $L_3$ can be either lenses or mirrors as long as they are able to focus or collimate the beam. The grating may also be either transmitting or reflecting. The main points are that the entrance slit must be located in the focus planes of $L_1$ and $L_2$, and that the rays form a parallel beam that illuminates the grating $G$. $L_3$ will then focus each parallel diffracted beam as a function of wavelength onto the exit slit plane.

The optical diagram is in other words, a general way to describe ray tracing through any spectrometer. It is a useful tool to use to calculate instrumental performance and evaluate different spectral designs.
3.2 Front optics

The front optics is in the optical diagram of Fig. 3.1, identified as $L_1$. The purpose is to image light from an object onto the entrance slit plane. $L_1$ is not restricted to be only a single lens element. Any objectives such as telescopes or even microscopes can be used as front optics. Nevertheless, the thin lens formula holds for most cases:

$$\frac{1}{f_1} = \frac{1}{p} + \frac{1}{q}.$$  \hspace{1cm} \text{(3.1)}

$f_1$ is the focal length, $p$ the object distance and $q$ the image distance of $L_1$. Fig. 3.2 shows the 3 principal rays through a thin lens. Magnification of the lens is defined as

$$M_1 = \frac{q}{p}.$$ \hspace{1cm} \text{(3.2)}

The speed of the lens is quantified by the ratio between focal length and the effective aperture, defined as the f/value or f/#

$$f \#_1 \equiv \frac{f_1}{D_1}. \hspace{1cm} \text{(3.3)}$$

Likewise, numerical aperture of $L_1$ is defined as

$$NA_1 \equiv \mu \sin \Omega_1 \hspace{1cm} \text{(3.4)}$$

Note that $\mu = 1$ for air.

From Fig. 3.3 the half angle of $L_1$ for objects at infinity is

$$\Omega_1 = \arctan \left( \frac{D_1}{2f_1} \right). \hspace{1cm} \text{(3.5)}$$

Applying equation (3.4) yields

$$NA_1 = \mu \sin \Omega_1 = \mu \sin \left( \arctan \left( \frac{D_1}{2f_1} \right) \right) \approx \mu \frac{D_1}{2f_1}, \hspace{1cm} \text{(3.6)}$$

which gives

$$f_1 \# \equiv \frac{\mu}{2NA_1} \hspace{1cm} \text{(3.7)}$$

Equation (3.7) shows us that f/# and NA are both a measure of light gathering power, and they are inversely proportional, i.e. a high NA results in a low f/#.

3.3 f/value of a spectrometer

The f/value of a spectrometer depends on whether you observe the grating from the exit slit or the entrance slit. It also depends on the projected widths of the grating as seen from the entrance and exit slit. Namely,

$$W_2 = W_g \cos \alpha$$

$$W_3 = W_g \cos \beta,$$ \hspace{1cm} \text{(3.8)}

where $W_g$ is the width of the grating. See illustration in Fig. 3.4.
Let us define $D_2$ and $D_3$ as the equivalent diameters as seen from the entrance and exit slit, respectively. If the height of the grating is $H_g$, then the following equations should hold assuming that the projected areas can be described as circular disks

$$\pi \left( \frac{D_2}{2} \right)^2 = W_s H_g = W_g H_g \cos \alpha \quad D_2 = 2 \sqrt{\frac{W_g H_g \cos \alpha}{\pi}} \quad (3.9)$$

$$\pi \left( \frac{D_3}{2} \right)^2 = W_s H_g = W_g H_g \cos \beta \quad D_3 = 2 \sqrt{\frac{W_g H_g \cos \beta}{\pi}}.$$

The f/values, as seen from entrance and exit, should then be

$$f/\#_2 = \frac{f_2}{D_2} = \frac{f_2}{2} \sqrt{\frac{W_g H_g \cos \alpha}{\pi}} \quad (3.10)$$

$$f/\#_3 = \frac{f_3}{D_3} = \frac{f_3}{2} \sqrt{\frac{W_g H_g \cos \beta}{\pi}}.$$

From equation (3.10) it is clear the f/value in and out of a spectrometer is not necessarily equal since it depends $\alpha$ and $\beta$, which implies that it depends on wavelength.

### 3.4 Magnification of the slits

The grating acts as a mirror along the entrance slit of height $h$. *Slit height magnification* is then simply the result of a lens with object distance $f_2$ and image distance $f_3$. See Fig. 3.5. It then follows that

$$\frac{h}{f_2} = \frac{h'}{f_3} \Rightarrow h' = \left( \frac{f_3}{f_2} \right) h. \quad (3.11)$$

*Slit width magnification* is on the other hand

$$w' = w \times \left( \frac{\cos \alpha}{\cos \beta} \right) \times \left( \frac{f_3}{f_2} \right). \quad (3.12)$$

In the above equations the area of the entrance slit is $S_2 = w \times h$. The resulting de-magnified or magnified exit slit area is $S_3 = w' \times h'$. Equation (3.12) will be derived in full in Chapter 4.

### 3.5 Bandpass and resolution

Bandpass is the measure of an instrument ability to separate adjacent spectral lines. It is defined as the recorded Full Width at Half Maximum (FWHM) of a monochromatic spectral line. Fig. 3.6 shows the response of an instrument to a discrete monochromatic line. The half width of the line profile at intensity $\frac{1}{2} B$ defines our bandpass.

If $F$ is the recorded spectrum, $B$ the source spectrum and $P$ the instrumental line profile, then $F$ is given as the convolution between $B$ and $P$

$$F = B \otimes P. \quad (3.13)$$
The instrumental line profile is defined as
\[ P(\lambda) \equiv P_1(\lambda) \otimes P_2(\lambda) \otimes \cdots \otimes P_m(\lambda), \] (3.14)
where each \( P_i(\lambda) \) may be related to width of the slits, natural line width, resolution, alignment, diffraction effects, aberrations or quality optics etc.

The natural line width is neglected since it is usually not resolved. We assume no degradation due to aberrations and diffraction effects. The width of the instrumental profile is then determined by either the image of the entrance slit or the exit slit, whichever is greater. In other words, we assume \( P(\lambda) = P_i(\lambda) \), and that the instrument is perfectly aligned.

The spectral bandpass \( (BP) \) of the instrument is then calculated as the linear dispersion multiplied by the exit slit width
\[ BP = FWHM \approx \frac{d\lambda}{dx} \times w', \] (3.15)
Applying equation (3.12), the inverse of equation (1.34) and \( dx = f_x d\beta \), then we finally obtain the bandpass as
\[ BP = \frac{d\lambda}{d\beta} \times \frac{w'}{f_3} = \frac{a \cos \beta}{nf_3} w' = \frac{a \cos \beta}{nf_3} w \times \left( \frac{\cos \alpha}{\cos \beta} \right) \times \left( \frac{f_3}{f_2} \right) \]

Note that bandpass depends mainly on \( L_2 \) and the entrance slit width. Bandpass varies as \( \cos \alpha \), while dispersion varies as \( \cos \beta \).
4. THROUGHPUT AND ETENDUE

The key question in this chapter is to find a way to quantify how much light is actually passing through a spectrometer? To answer this question, we need to define etendue and throughput of a spectrometer.

4.1 Definitions
The number of photons emitted from a source S per unit time into a solid angle Q is known as the flux \( \Phi \). Intensity \( I \) is defined as the flux per unit solid angle. Radiance \( B \) is the intensity through a unit surface area, or photons flux per unit area and solid angle.

According to the above, flux is given in units of

\[
[\Phi] = \frac{\text{# photons}}{s}.
\]

and intensity \( I \) has units

\[
[I] = \frac{\text{# photons}}{sr s}.
\]

Radiance \( B \) is then in units of

\[
[B] = \frac{\text{# photons}}{cm^2 sr s}.
\]

Fig. 4.1 shows how the solid angle is defined.

4.2 Etendue
The field of view or the acceptance cone where photons are allowed to travel into will define how much light that is detected by an instrument. A useful quantity called the geometric extent (etendue) characterizes the ability of an optical system to accept light. It is a function of the area \( S \) of an emitting source and the solid angle \( Q \) its light propagates into or out of. It is defined as

\[
G \equiv \int \int dS dQ.
\]

In our case we may write as \( G = S \times Q \), where

\[
Q = \frac{A}{p^2} = \frac{\pi (p \sin \Omega)^2}{p^2} = \pi \sin^2 \Omega.
\]

The etendue is then simply

\[
G = \pi S \sin^2 \Omega.
\]

In terms of numerical aperture \( NA = \mu \sin \Omega \)

\[
G = \pi S \left( \frac{NA}{\mu} \right)^2.
\]

Equation (4.7) is useful when working with fibers. For example, a fused silica fiber with a diameter of 200\( \mu m \) will have an etendue of

\[
G = \pi S \left( \frac{NA}{\mu} \right)^2 = \pi (\pi \cdot 0.1^2) \cdot \left( \frac{0.22}{1} \right)^2 = 4.8 \times 10^{-3} mm^2 sr
\]
Etendue may be viewed as the maximum geometric beam size an instrument can accept. It is a constant, and should be so throughout the instrument. Otherwise, we will lose light due to geometrical blocking etc. An instrument is said to be optimally constructed if the etendue is constant through each of the components used. Re-calling the optical diagram from Chapter 3, a spectrometer will be etendue optimized when

$$G = \pi S \sin^2 \Omega = \pi S_1 \sin^2 \Omega_1 = \pi S_2 \sin^2 \Omega_2 = \pi S_3 \sin^2 \Omega_3. \quad (4.9)$$

The optical diagram is reproduced in Fig. 4.3. Note that the front lens \(L_1\) produces an image in the entrance slit plane. Only light from the image cross section that is defined by the width and height of the entrance slit will propagate into the instrument. It is important not to overfill the field of view of \(L_2\). The key etendue equation becomes

$$\pi S_2 \sin^2 \Omega_2 = \pi S_3 \sin^2 \Omega_3, \quad (4.10)$$

and it is defined as where the input etendue is equal to the output etendue of a spectrometer. Or in other words, the etendue is equal seen from both slits.

From the entrance slit the etendue is expressed as

$$G_2 = \left(\frac{G_A \cos \alpha}{f_2^2}\right) \times (w \cdot h), \quad (4.11)$$

where \(G_A \cos \alpha\) is the illuminated area of the grating as seen from the entrance slit.

Correspondingly, at the exit slit

$$G_3 = \left(\frac{G_A \cos \beta}{f_3^2}\right) \times (w' \cdot h'). \quad (4.12)$$

Since \(G_2 = G_3\), it follows that

$$\left(\frac{G_A \cos \alpha}{f_2^2}\right) \times (w \cdot h) = \left(\frac{G_A \cos \beta}{f_3^2}\right) \times (w' \cdot h'). \quad (4.13)$$

Using \(h / h' = f_2 / f_3\) then

$$w' = w \times \left(\frac{\cos \alpha}{\cos \beta}\right) \times \left(\frac{f_3}{f_2}\right). \quad (4.14)$$

This shows us that the etendue depends on the grating equation, size of slits, and the optics used. Thus, all parts of the spectrometer must be considered and complement each other.
4.3 Flux
Since etendue defines the maximum geometric cone and beam an instrument can accept, the photon flux through this cone must be a function of the radiance and the etendue
\[ \Phi \equiv B \times G. \]  
We see that
\[ \frac{\text{# photons}}{cm^2 \text{s sr}} \times cm^2 \text{s sr} = \frac{\text{# photons}}{s}, \]
\[ [B] \times [G] = [\Phi]. \]  
Equation (4.15) can now be used to evaluate photon fluxes in and out of a spectrometer system.

4.4 Throughput
Throughput is the usable flux at the exit slit, available to the detector. If we define \( B_2 \) to be the total radiance of the source entering the instrument at the entrance slit, then the total flux in is given as
\[ \Phi_2 = B_2 \times G_2 = B_2 \times \left( \frac{G_A \cos \alpha}{f_2^2} \right) \times (w \cdot h). \]  
At the exit slit the flux will be
\[ \Phi_3 = B_n E^n A_n T_n \times G_3 = B_n E^n A_n T_n \times \left( \frac{G_A \cos \beta}{f_3^2} \right) \times (w' \cdot h'), \]  
where \( E^n \) is the efficiency of the grating at spectral order \( n \) at wavelength \( \lambda \) calculated in Chapter 1. \( B_n \) is the spectral the radiance. The factor \( T_n \) represents geometric losses (aberrations) and transmission factors of the optical components. \( T_n = 1 \) for a perfect instrument.

4.5 Stray light
4.5.1 Random stray light
The radiance of random stray light \( B_d \) due to scatter from different components such as mirrors, screws etc is directly proportional to the flux density \( \Phi_2 / G_A \) or
\[ B_d = C \times \left( \frac{B_2 (hw) \cos \alpha}{f_2^2} \right), \]  
where \( C \) expresses the quality of the optics as function of random scatter. The random scatter flux at the exit is then
\[ \Phi_d = B_d \times G_3 = \frac{C B_0 (hw) \cos \alpha G_A \cos \beta (h'w')}{f_2^2 f_3^2}. \]  
The ratio of detected to random flux gives us an idea of the optical signal to noise ratio (S/N)
\[
S / N = \frac{\Phi_\lambda}{\Phi_d} = \left( \frac{B_\lambda}{B_0} \right) \times \left( \frac{E_\lambda^n}{C} \right) \times \left( \frac{f_\lambda^2}{h \cdot w} \right) \times \left( \frac{T_\lambda}{\cos \alpha} \right).
\] (4.21)

The main factors that control the optical signal to noise ratio in equation (4.21) is the quality of the optics as defined through the parameters \( E_\lambda^n \), \( C \) and \( T_\lambda \). Holographic gratings have a low \( C \). This, one should make sure to use a grating with maximum efficiency in the wavelength region of interest, and use aberration corrected optics, if it is available.

### 4.5.2 Directional stray light

There are mainly 3 types of directional stray light sources:

1. Incorrect illumination of the spectrometer due to overfilled optics etc.
2. Re-entry spectra of unwanted orders / spectra that are focused onto the exit plane.
3. Grating ghosts and stray light due periodic machine ruling errors etc.

**Solutions:**

1. Use field lenses and aperture stops to illuminate correctly.
2. Use masks and side baffles on the grating. Tilt the detector.
3. Buy a new grating. As an ion-etched blazed holographic grating would be the recommended choice.
5. IMAGING SPECTROSCOPY

This chapter explains how we can image an object as a function of wavelength with high spectral and spatial resolution based on what we have learned in the previous chapters. As an example, we will use a GRISM spectrograph in hyperspectral image mode.

5.1 Short background

The rapid development of imaging detectors, especially the two-dimensional silicon Charge Coupled Device (CCD), has resulted in a new generation of imaging spectrographs. In contrast to the use of a photomultiplier tube as detector, the imaging detector provides information on the spatial distribution of the photon intensity along the entrance slit of the spectrograph. The ability of the CCD to image the entrance slit in different wavelengths and intensity has been used to reconstruct the image of the target object with high spectral and spatial resolution.

Note that during the last decade most of the effort in imaging spectroscopy (hyperspectral imaging) has been in the area of air- and space born sensors. A great deal of experience has been gained with these instruments and they have proven to be powerful tools in remote sensing.\textsuperscript{11, 12} As a result, the use of spectral imagers for industrial applications such as on-line spectral identification, sorting and inspection of objects has become increasingly important.\textsuperscript{13, 14, 15, 16, 17}

5.2 A low cost hyperspectral imager

A low cost portable instrument named DRONESPEX has been designed to demonstrate the technique of spectral imaging. A picture of the assembled system is shown in Fig. 5.1.

The systems optical elements are shown in Fig. 2.6. The camera head (6) made by the company Watec LCL contains a 795 x 596 pixel CCD detector. The size of the CCD is 6.837 x 4.9468 $mm^2$ with 8.6 x 8.3 $\mu m$ sized pixels. The spectral range is 400-700 $nm$ and the sensitivity is 0.00015 $lux$. The camera has both auto and manual and gain settings. The exposure time is 8.33 $ms$ with a readout time of 31.67 $ms$ (CCIR standard). The frames are stored on a digital video recorder. The dynamic range is 8 bits per pixel.

A handheld spectroscope made by Paton Hawksley Electronics Ltd. is fitted into the aluminum barrel (2). It contains a 600 grooves/mm transmitting holographic grating, a 30 degree Littrow dispersive prism, a $f_2 = 42 mm$ focal length collimator lens, and a fixed sized slit. The lens is 12 $mm$ in diameter. The slit is $h = 4.5 mm$ high and $w = 25 \mu m$ wide. The grating is fixed parallel to the prism. The prism and grating normal coincide.
A standard C-mount $f_2 = 25 \text{ mm}$ focal length objective (5) is used to focus the diffracted and dispersed light from the grating/prism onto the CCD. The lens has manual iris control used to detect the background level of the CCD.

The field lens (1) or the front lens of the spectroscope is directly connected to the aluminum barrel (2). The barrel has standard inside C-threads. The spectroscope's entrance slit is located 17.5 $\text{ mm}$ into the barrel - positioned in the focal plane of the lens. The lens in Fig. 5.1 is a $f_1 = 12 \text{ mm}$ focal length objective including variable focus and manual iris control. All mounts and adapters are found in the Mix and Match assemblies of the company Edmund Scientific (ES).

**Figure 5.2.** Basics of hyperspectral imaging. Panel (A): A 3 dimensional optical diagram illustrating the main principle. Each optical component is labeled with letters along the $z$ – axis of the $xyz$ – coordinate system. $L_1$ is front lens, $S$ entrance slit, $L_2$ collector lens, $P$ GRISM, $L_3$ camera lens and CCD the detector. The optical axis is parallel with the $z$ - axis. The slit is located parallel to the $y$ - axis. The detector is leveled in the $xy$ - plane. Panel (B): Airborne carrier illustrating the push broom technique. The slit is oriented normal to the flight direction ($x$ - axis). Precise estimation of the attitude of the plane requires a GPS for position, speed and heading, accelerometers for pitch $\theta$, roll $\phi$ and yaw $\psi$, and gyros for turn rates ($\omega_x$, $\omega_y$, $\omega_z$).

**5.3 Main principle of hyperspectral imaging**

Fig.5.2 panel (A) shows the optical components of the GRISM spectrograph as introduced in the previous section. The essential parts are again marked as $S$ entrance slit, $L_2$ collector lens, $P$ diffractive element – the grating / prism (GRISM), $L_3$ camera lens and CCD the detector. First, the main purpose of a spectrograph is that it generates images of the entrance slit as a function of color. The number of colored slit images on the CCD depends on the width of the entrance slit and the dispersive element’s ability to spread – diffract the colors, and is directly connected to the spectral resolution of the instrument.
Secondly, focusing light from a target by a front lens \((L_1)\) onto the slit - plane, forces the instrument to accept structure of the target along the slit. The resulting image (spectrogram) recorded by the CCD is the intensity distribution as a function of wavelength (color) and position along the slit. The spectrogram contains both spectral and spatial information along a thin track of the target object. In our case the target is snow cover land surface and ocean ice flakes.

Finally, in order to obtain the object's full spatial extent, it is necessary to sample the whole object. This requires that the instrument must be moved relative to the target. The whole idea is to record spectrograms for each track of the object as the image at the entrance plane is moved across the slit. Our movement is created by the airplane itself. See Fig.5.2 panel (B). We are in other word pushing / recording spectrograms as we fly over the ground target. A method to estimate the attitude of the airplane will be presented in Chapter 7.

Note that depending on the application, the relative movement between sensor and target may be obtained by rotating the whole instrument, use of scanning mirrors as front optics, or moving the target itself. The target may for example be located on a conveyor belt or on a sliding table.

5.4 Hyperspectral image formation and spatial resolution
As described above we need to push / record frames (spectrograms) as we fly over the target area in order to generate images as a function of wavelength.

In terms of mathematics, the intensity at each pixel of the spectrogram as we move over the target may be defined as a 2 dimensional array

\[
u_k = u_k[\lambda, h], \tag{5.1}\]

where \(\lambda\) represents the wavelength axis on the detector, parallel to the x-axis of Fig.5.2. Correspondingly \(h\) is position parallel to the y-axis at the detector. The sample counter \(k\) separates the frames in time. The first column of the target image \((k=1)\) is the integration of the spectrogram over the desired wavelength region of interest from \(\lambda_1\) to \(\lambda_2\)

\[
J_{\lambda_1,\lambda_2}[h,k] = \sum_{h} u_k[\lambda, h] \Delta\lambda, \tag{5.2}\]

where \(\Delta\lambda = \lambda_1 - \lambda_2\) is the bandpass of the image. The next column in the target image is \(k+1\). Note that \(\Delta\lambda\) does not necessarily have to be equal to the spectral bandpass \((BP)\) of the instrument. The relation \(\Delta\lambda \geq BP\) must hold. Bandpass and spatial resolution must be considered in more detail.

Recall the angular dispersion of a GRISM is given by equation (1.43)

\[
\frac{d\beta}{d\lambda} = \frac{n + 2ab\sin \omega / \lambda^3}{a \cos \beta}. \tag{5.3}\]
Since \(dx = f_3 \, d\beta\) then linear dispersion is defined as

\[
\frac{d\lambda}{dx} = \frac{d\lambda}{f_3 \, d\beta} = \left( \frac{1}{f_3} \right) \times \left( \frac{a \cos \beta}{n + 2aB_1 \sin \omega / \lambda^3} \right).
\]  \hspace{1cm} (5.4)

Linear dispersion gives the spread in wavelength per unit distance in along the x-axis of the detector. Table 5.1 shows how the linear dispersion changes with wavelength for our instrument.

<table>
<thead>
<tr>
<th>Wavelength (\lambda) [nm]</th>
<th>Refractive index (n_g)</th>
<th>Diffracted angle (\beta) [deg.]</th>
<th>Linear dispersion (d\lambda/dx) [nm/mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>1.61829</td>
<td>38.9872</td>
<td>37.9174</td>
</tr>
<tr>
<td>400</td>
<td>1.58942</td>
<td>33.6908</td>
<td>48.0392</td>
</tr>
<tr>
<td>500</td>
<td>1.57606</td>
<td>29.2111</td>
<td>53.9186</td>
</tr>
<tr>
<td>600</td>
<td>1.56880</td>
<td>25.1126</td>
<td>57.7198</td>
</tr>
<tr>
<td>700</td>
<td>1.56442</td>
<td>21.2360</td>
<td>60.3967</td>
</tr>
<tr>
<td>800</td>
<td>1.56158</td>
<td>17.5051</td>
<td>62.3734</td>
</tr>
<tr>
<td>900</td>
<td>1.55963</td>
<td>13.8757</td>
<td>63.8542</td>
</tr>
</tbody>
</table>

Table 5.1. Linear dispersion using a GRISM with \(\omega = \alpha = 30^\circ\), grating groove spacing \(a = 1666.667\) nm (a 600 lines/mm), spectral order \(n = 1\), and a detector lens with focal length of \(f_3 = 25\) mm. Cauchy’s index of refraction constants are \(A_1 = 1.5523\) and \(B_1 = 5939.39\) nm for Borate flint glass. See Appendix B for more calculations.

It should be noted that the linear dispersion is about 16 nm larger at 400 nm if the prism is removed, using only the grating. Correspondingly, at 800 nm the difference becomes only 4 nm. The grism improves the linear dispersion compared to using only a grating, especially in the blue part of the spectrum. The straight through wavelength of the system is about 480 nm where \(\alpha = -\beta\).

The spectral bandpass \((BP)\) of the instrument is calculated as the linear dispersion times the exit slit width. Using equation (5.4) and (4.14) we obtain

\[
BP = \left( \frac{w}{f_2} \right) \times \left( \frac{a \cos \omega}{n + 2aB_1 \sin \omega / \lambda^3} \right).
\]  \hspace{1cm} (5.5)

Table 5.2 shows the slit width magnification and the bandpass of our instrument.

<table>
<thead>
<tr>
<th>Wavelength (\lambda) [nm]</th>
<th>Slit width magnification</th>
<th>Bandpass (BP) [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.66</td>
<td>0.63</td>
</tr>
<tr>
<td>400</td>
<td>0.62</td>
<td>0.74</td>
</tr>
<tr>
<td>500</td>
<td>0.59</td>
<td>0.80</td>
</tr>
<tr>
<td>600</td>
<td>0.57</td>
<td>0.82</td>
</tr>
<tr>
<td>700</td>
<td>0.55</td>
<td>0.83</td>
</tr>
<tr>
<td>800</td>
<td>0.54</td>
<td>0.84</td>
</tr>
<tr>
<td>900</td>
<td>0.53</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 5.2. Slit width magnification and theoretical spectral bandpass of a grism spectrograph. The prism is of Borate flint glass with \(\omega = \alpha = 30^\circ\). The transmitting grating has 600 lines/mm. The spectral order is \(n = 1\). The lens between the entrance slit and the GRISM has \(f_2 = 42\) mm as focal length. The detector lens has a focal length of \(f_3 = 25\) mm. The entrance slit width is \(w = 0.025\) mm.

From the above it is safe to assume that we can use 1nm as bandpass of the spectral range from 400 to 700 nm. The number of spectral channels available is then 300 not 795.
The maximum number of color planes or spectral channels that a hyperspectral imager can produce depends on the bandpass and the spectral range of the instrument, not the number of pixels along the wavelength axis of the detector. In addition, the bandpass also affects the spatial resolution through the field of view along the x-direction of the flight.

The field of view of the slit as seen through the front lens along the direction of flight, defines the spatial resolution. It is illustrated in Fig. 5.3. The distance $dx$ defines the ground segment seen by the instrument at time $t = t_0$

$$dx = \frac{z \times w}{f_1}, \quad (5.6)$$

where $z$ is the distance to the target in meters, and $f_1$ is the focal length in millimeters of the front lens $L_1$. Note that $dx$ is connected to spectral bandpass $BP$ through the width of the slit $w$.

During the exposure the airplane moves a distance $v \cdot (t_1 - t_0) = v \cdot \Delta t$.

The spatial resolution then becomes equal to the distance from point A to B

$$\Delta x = dx + v \cdot \Delta t. \quad (5.7)$$

The exposure time $\Delta t$ of the images does not include the readout time of the detector, $\tau$. The distance moved during readout $v \cdot \tau$ must be less than $dx$. If not the case, the instrument will miss samples of the target area (under sampling). This criterion may then be expressed using equation (5.6) as

$$\tau \leq \left( \frac{z \times w}{f_1 \times v} \right). \quad (5.8)$$

It is clear that spatial resolution depends on altitude, velocity of airplane, front optics and slit width. The latter also defines bandpass. These parameters are all connected and must be evaluated in order to achieve optimal performance.

Normal to the flight direction the resolution is calculated simply as

$$\Delta y = \frac{z \times h}{f_1 \times N}, \quad (5.9)$$

where $h$ is as before the slit height in millimeters and $N$ is the effective number of pixels along the slit image. Table 5.3 gives the spatial resolution of our instrument as a function of altitude using a sensor that pushes 25 frames per second, and an airplane carrier that flies at 200 km/hr.
Table 5.3. Spatial resolution of for our GRISM spectrograph described above. The front lens has a focal length of $f_1=12 \text{ mm}$. The speed of the plane is $200 \text{ km/hr (55.5 m/s)}$. The entrance slit width is $w=0.025 \text{ mm}$. The sensor is a ½" CCD (320 x 240 pixels) at 25 frames per second. $N=130$ and $\Delta t = 8.33 \text{ ms}$, $\tau = 31.667 \text{ ms}$. $SW$ is the swath width. Supplementary, see Appendix C.

<table>
<thead>
<tr>
<th>$z [m]$</th>
<th>$dx [m]$</th>
<th>$\Delta x [m]$</th>
<th>$\Delta y [m]$</th>
<th>$SW [m]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>6.25</td>
<td>6.71</td>
<td>8.65</td>
<td>1124.5</td>
</tr>
<tr>
<td>2500</td>
<td>5.21</td>
<td>5.67</td>
<td>7.21</td>
<td>937.3</td>
</tr>
<tr>
<td>2000</td>
<td>4.17</td>
<td>4.63</td>
<td>5.77</td>
<td>750.1</td>
</tr>
<tr>
<td>1500</td>
<td>3.13</td>
<td>3.59</td>
<td>4.33</td>
<td>562.9</td>
</tr>
<tr>
<td>1000</td>
<td>2.08</td>
<td>2.54</td>
<td>2.88</td>
<td>374.4</td>
</tr>
<tr>
<td>850</td>
<td>1.77</td>
<td>2.23</td>
<td>2.45</td>
<td>318.5</td>
</tr>
<tr>
<td>500</td>
<td>1.04</td>
<td>1.50</td>
<td>1.44</td>
<td>187.2</td>
</tr>
</tbody>
</table>

The readout distance becomes $v \cdot \tau = 1.76 m$, which means that we have to fly on an altitude of at least 850 m according to Table 3. The altitude limit can be lowered by increasing the distance $dx$ in equation (13) by selecting a shorter focal length on the front lens $L_1$. The spatial resolution is $2.23 \times 2.45 \text{ m}^2$ with a swath width of 318.5 m.

### 5.5 Example applications

A whole range of possible applications can be investigated using hyperspectral imaging. Each spectral image represents how effectively a target scene absorbs, reflects or scatters light at the selected centre wavelength. A set of spectral images will produce a unique spectral finger print for each object within a target scene. This type of data becomes ideal as input for sorting of objects by the use of image processing algorithms like classification.

Data from our airborne campaigns in the arctic cover application such as mapping of

1. Ocean colour and algae’s
2. Vegetation and rocks
3. Sea ice and leads
4. Snow cover

In the following examples, a commercial twin engine aeroplane of type Dornier-228, operated by the company Lufttransport AS with base in Longyearbyen, Svalbard (78°N, 15°E), has been used as carrier of the instruments. The pointing direction of the imagers is 30 degrees to nadir (side view). For each mission a sliding door has been mounted on the plane, which can be opened during flight when approaching the target area. Position and speed is obtained by using the external GPS antenna of the plane. The attitude (pitch, roll and yaw) is estimated by using real-time data from 3 axis accelerometers and electronic turn rate sensors. A Kalman estimator is used to process the attitude data.

Fig. 5.4 shows a typical example of data from our latest airborne spectral imager over Longyearbyen (78°N, 15°E), Norway. The two Gray scaled image strips to the left are generated with a centre wavelength of 546.1 nm. The bandpass is 5 nm. The altitude is 1698 m. The ground speed is 184 km/hr. The spatial resolution is close to 2 m. Panel (A) shows the 546.1 nm image of the cleaning facility for coal owned by the local coal company. A successful unsupervised classification with 10 classes is presented in panel (B). The classification is based on only 30 colour planes (images).
Figure 5.4. Hyperspectral imaging of snow cover and sea ice over Longyearbyen, Svalbard, 12.04.2002.

Note that the GPS position of the plane is found in the upper left corner of the high resolution camera image in panel (C).

The next example is shown in Fig. 5.5. The instrument provides images of ocean colour, which is related to the 3 basic components that effect the colour composition of sea water: Inorganic particles (e.g. mineral particles from fresh water run off – silt), phytoplankton with different pigment groups, and dissolved organic matter – yellow substance. The left panel shows hyperspectral data as a function of wavelength. The colour and grey scaled bars indicate the visible part of the electromagnetic spectrum and the intensity in absolute units, respectively. The altitude of observation is 3000 m. The spectral bandpass is 5 nm and the spatial resolution is approximately 7 m.
Focusing on the sea – mud interactions turns out to be very interesting. As we go up in wavelength the sea turn black and the mud (silt) source seems to appear. It may be that we can see the mud size distribution / morphology. This effect is not possible to see from the images taken by the digital camera (left panel’s two top images).

Right panel of Fig. 5.5 shows the result of two RGB compositions and an unsupervised classification. The selected colour planes (the 3 images used in the compositions to represent Red, Green and Blue colours) bring out the areas dominated by vegetation and rocks. Furthermore, the classification reveals a more detailed map of 10 classes – separated in to sea water, 3 types of rock, 4 types of silt and 3 types of vegetation. Note that a supervised classification would improve and optimize the above results, but that requires in-situ observations on the ground. In many cases this can prove to be difficult due to logistics and access to the target area. Nevertheless, it is clearly evident that it is indeed necessary to combine in-situ observations to support and understand the airborne data better.
Figure 5.6. Hyperspectral poster from airborne campaign over Ny-Ålesund, Svalbard, 11.05.2004.
One more example of an airborne application is presented as a poster. See Fig. 5.6. A campaign was launched in May 2004 to study ocean color outside Ny-Ålesund (79°N, 12°E), Svalbard. Simultaneously with sampling of the airborne data, an image was taken by the Aqua - Terra satellite. The satellite image together with a high resolution color image (Fujifilm S2Pro digital camera with 28 mm objective) from the plane provided us with a wide coverage and a high spatial resolution of the target area, respectively. In addition, attitude and position tracks are shown to the left in Fig. 5.6.

The hyperspectral data are shown as a grey scaled image sequence throughout the visible part of the electromagnetic spectrum. The bandpass is 5 nm and the spatial resolution is close to 2 m. The composite RGB is made using the 480 nm (Blue), 585 nm (Green) and 630 nm (Red), respectively. Note from the difference between the images at 585 nm and 730 nm, structure on the bottom of the bay is clearly seen. Furthermore, a simple classification (Bayes) reveals a map of the brown algae population (mostly Laminae sp.).

![Hyperspectral data of sliced seal tooth. Front optics is microscope with 16 times magnification.](image)

**Figure 5.7** Hyperspectral data of sliced seal tooth. Front optics is microscope with 16 times magnification.

The final example application demonstrates that a spectral imager can also be used with a microscope as front optics. The relative movement between sample and instrument is provided by a sliding table. The sample is moved slowly under the microscope. Fig. 5.7 shows the spectral images from 390 to 690 nm of a sliced seal tooth. The bandpass of the images is 15 nm.
The slice is 1 mm thick. The magnification was set to 16 times on the microscope. The light source is located under the sample - light is transmitted through the sliced tooth. A processed image showing the difference between the 450 and 570 nm images reveals structure, and a composite RGB shows the colour image. Classification sorts out 8 different classes. Note that there is a small mix or miss classification. This is mainly due to cracks in the tooth and that the sample itself is glued to the sample glass (seen as a transparent area in the centre of the images). Nevertheless, the age rings of the tooth are clearly identified with the colour red. The seal was two years old.

5.6 What’s next?
Optics is one of the oldest branches of physics. Spectroscopy started when Newton decided to celebrate the colors of life with a prism back in the late 1700. Even today optics is one of the fastest growing fields of physics, and is extending its use to other branches of science. The advances in electronics and new materials have resulted in detectors that are able to sense light outside the visible part of the spectrum. The recent development of Acoustic Optical Tunable Filters (AOTF), Liquid Crystal Tunable Filters (LCTF), Micro-Electro-Mechanical Systems (MEMS) tunable Fabry-Perot (FPI) interference filters, thin film variable bandpass filters, and variable cavity length FPI filters etc. will revolutionize spectroscopy just as the arrival of blazed gratings did back in the 50’s. UV imagers and near- to far infrared imagers will soon be available - even on the commercial market to a reasonable price. These spectral imagers will open our eyes to things we have never seen before.
6. CALIBRATION

The increasing number of low light level optical instruments operated in Svalbard (Longyearbyen, Barentsburg and Ny-Ålesund) for monitoring auroras and airglow phenomena emphasizes the need for establishing accurate calibration routines of international standard for both cameras and spectral instruments.

6.1 Spectral narrow field of view calibration

This section reviews the mathematical framework and the experimental setup of absolute calibration of narrow field of view spectral instruments. A presentation of the optical laboratory at UNIS is also given. The results of secondary standard lamp certification and brightness control are demonstrated.

6.1.1 Introduction

The throughput or the useable photon flux at the exit of an optical instrument depends first of all on input flux. Secondly, it depends on the instrument’s ability to accept light (geometrical extent) and the quality of the optical components used (Chapter 4). The efficiency of each component, whether they are lenses, mirrors, gratings or filters, limits the sensitivity and the wavelength region of the instrument. The process of transforming the exit flux to electronic counts by the detector also involves loss of photons.

It is therefore necessary to calibrate the instrument against a source of known intensity in order to obtain the ratio of electronic counts out to the number of photons incident on the instrument. The source of the calibration could be a lamp or any other object with known spectral characteristics. In addition, a diffuse reflective surface is needed to make sure that the instrument's field of view is uniformly illuminated.

The following describes the theoretical concept and the experimental setup of sensitivity calibration using a Lambertian surface and a standard tungsten lamp. A method to transfer lamp certificates and a procedure to regulate source brightness of the screen without change in spectral shape is demonstrated.

6.1.2 The Lambertian surface

A surface that has a perfectly diffuse / matte property is Lambertian. The radiant intensity reflected in any direction is proportional to the cosine of the angle of the normal to the surface. This is known as Lambert’s Cosine law.

According to Fig. 6.1, the radiant intensity is expressed as

\[ \frac{I_{\lambda}\phi}{I_{\lambda_0}} \times \cos(\phi) = \left( \frac{\text{# photons}}{s\text{r} \text{Å}} \right) \] (6.1)

where \( \lambda \) subscribes the wavelength and \( \phi \) is the angle with respect to the normal. The total emission rate in the wavelength interval \( d\lambda \) is

![Figure 6.1. The radiant intensity of a Lambertian surface.](image)
the radiant intensity integrated over the hemisphere

\[ \Phi_\lambda = \int_0^{2\pi/\lambda} \int_0^{\pi/2} I_{\phi\lambda} \, d\lambda \sin \phi \, d\phi \, d\psi. \]  

(6.2)

Inserting Eq. (6.1) into (6.2) gives

\[ \Phi_\lambda = 2\pi I_{\lambda o} \, d\lambda \int_0^{\pi/2} \cos \phi \sin \phi \, d\phi. \]  

(6.3)

\[ = 2\pi I_{\lambda o} \, d\lambda \int_0^{\pi/2} \frac{1}{2} \sin 2\phi \, d\phi. \]  

(6.4)

Consequently,

\[ \Phi_\lambda = \pi I_{\lambda o} \, d\lambda \left[ \frac{\# \text{photons}}{s} \right]. \]  

(6.5)

The total emission rate for a Lambertian surface is independent of the angles \( \phi \) and \( \psi \).

Our surface (SRT-99-180) is made of Spectralon and is produced by the company Labsphere, Inc. The reflectance factors of the screen are nearly constant \( (\rho_\lambda = 0.98) \) throughout the visible and near infrared regions of the spectrum.

**6.1.3 Experimental calibration setup**

Fig. 6.2 shows the setup for the calibration. The tungsten lamp (FEL) is located a distance \( z = 6.9 \, m \) from the centre of the screen and the angle between the screen and lamp axis is given by \( \alpha \). \( M_{\lambda o} \) is the known radiance (certificate) of the lamp in units of \( \left[ \# \text{photons cm}^{-2} \text{s}^{-1} \text{Å}^{-1} \right] \), initially obtained at a distance of \( z_o = 0.5 \, m \). The source for our calibration is then the screen, not the lamp itself.

The lamp is treated as a point source, radiating photons isotropically. The total number of photons that pass through a sphere with radius \( z_o \) must be the same for a sphere with radius \( z \)

\[ 4\pi z_o^2 M_{\lambda o} = 4\pi z^2 M_{z\lambda}. \]  

(6.6)

We assume no absorption of photons in the space between the spheres. The radiance that hits the screen is then simply

\[ M_{z\lambda} = M_{\lambda o} \times \left( \frac{z_o}{z} \right)^2 \left[ \frac{\# \text{photons}}{\text{cm}^2 \text{s} \text{Å}} \right]. \]  

(6.7)

Correspondingly, the emission rate that enters the screen in terms of the radiant intensity \( I_{z\lambda} \) is

\[ I_{z\lambda} \, d\lambda \, d\omega = I_{z\lambda} \, d\lambda \left( \frac{dA \times \cos \alpha}{z^2} \right), \]  

(6.8)

where \( \omega \) is the solid angle and \( dA \) is the illuminated area of the screen. The reemitted radiation of the screen is then

\[ \Phi_\lambda = I_{z\lambda} \, d\lambda \rho_\lambda \left( \frac{dA \times \cos \alpha}{z^2} \right) = \pi I_{\lambda o} \, d\lambda. \]  

(6.9)
From Equation (6.1) we obtain

\[ I_{\lambda \phi} = \rho_{\lambda} \left( \frac{I_{\lambda \phi}}{\pi} \right) \times \left( \frac{dA \times \cos \alpha}{z^2} \right) \times \cos \phi. \] (6.10)

The effective illuminated area of the screen as seen by the instrument is \( dA \times \cos \phi \), where \( \phi \) is the angle between the optical axis and the screen normal. The radiance towards the instrument then becomes

\[ B_{\lambda} = \frac{I_{\lambda \phi}}{dA \times \cos \phi} \left[ \frac{\# \text{ photons}}{s \, sr \, \AA \, cm^2} \right] \] (6.11)

\[ = \rho_{\lambda} \left( \frac{I_{\lambda \phi}}{\pi} \right) \times \left( \frac{1}{z^2} \right) \times \cos \alpha. \] (6.12)

From the inverse square law and Eq. (6.7) we know that

\[ I_{\lambda \phi} = I_{\lambda z} z^2 = M_{\alpha \lambda} z_o^2. \] (6.13)

Note that the radiant exitance of the screen is by definition given as

\[ M_{\lambda} = \pi B_{\lambda} \left[ \frac{\# \text{ photons}}{cm^2 \, s \, \AA} \right] \] (6.14)

Finally, we obtain from (6.12)

\[ B_{\lambda} = M_{\alpha \lambda} \pi \rho_{\lambda} \left( \frac{z_o}{z} \right)^2 \times \cos \alpha. \] (6.15)

Eq. (6.15) expresses the brightness of the screen as seen by the instrument in terms of the lamp and screen certificates, the distance between screen and lamp, and the angle of the screen to the lamp, \( \alpha \).

Note that as long as the field of view of the instrument is filled, neither the angle \( \phi \), nor the distance of the instrument to the screen matters. The changing size of the field of view at the screen compensates for the distance and the angle, \( \phi \).

### 6.1.4 The UNIS calibration lab

The described procedure requires a dark room to eliminate extraneous scattered light from the screen. Fig. 6.3 shows the new calibration laboratory at UNIS. The facility contains 3 rooms. The lamp room is separated from the screen room by a baffled door.
The control room with the lamp power supply and a calibration spectrograph is located next to the lamp room and the screen room. A fiber bundle acts as entrance optics to the spectrograph, and it runs through a hole in the wall between the control room and the screen room. The distance between the lamp and the screen is controlled by mounting the lamp on a mobile table. Two rails are used to obtain smooth travel and constant horizontal centre distance parallel to the screen. The table is adjustable in height and a fixed laser is used to align the lamp with the vertical centre of the screen.

In this configuration, the maximum distance between screen and lamp is \( z = 8.56 \, m \). The screen normal is pointing directly towards the lamp with \( \alpha = 0 \) degrees. The room lights are adjustable +12 VDC lamps. When these lamps are turned off, they do not produce any low level background emissions as gas discharge tubes have a tendency to do.

The lamp power supply (ORIEL 68835 1KW) is coupled to a Light Intensity Controller (LIC). The intensity of the lamp is monitored and the current through the filament is adjusted to keep the intensity constant. The 1000 W lamp runs at 8.2 Ampere.

The main idea is to control the brightness of the screen only varying the distance \( z \). See Eq. (6.15).

6.1.5 The lab spectrograph
The spectrograph is made by ORIEL. It uses a concave holographic grating (230 grooves /mm). The nominal spectral range is 4000–11000 Å. The detector is a 16-bit dynamic range thermoelectric cooled CCD from the company Hamamatsu (model INSTASPEC IV). Fig. 6.4 shows the optical diagram of the instrument. A field of view of 22° matches the fused silica fibre bundle used as entrance optics. The F-number is 2.1. The entrance slit is in the focal plane of the concave grating. The focal length varies from 129.4 - 132 mm, depending on wavelength.
The diffracted light from the grating is focused and dispersed onto the exit plane. This is illustrated in Fig. 6.4, where the blue, green and red rays represent the start, centre and stop wavelength recorded by the CCD, respectively.

The bandpass is approximately 80 Å with a 100 μm wide entrance slit. The spectral resolving power of this instrument is moderate, but for our purpose it is enough. The spectrum of a tungsten lamp is smooth and continuous. There are no line structures that need to be resolved.

Wavelength calibration using spectral gas tube lamps with known emission lines must be carried out before any sensitivity calibration can take place. The most common way is to identify the pixel value associated with the a priori known wavelength of the emission line. At least three lines must be identified in order to minimize wavelength errors and check for non–linearity along the wavelength scale. The wavelength pixel relation is given as

\[ \lambda \approx a_0 + a_1 \cdot p + a_2 \cdot p^2, \quad [\text{Å}] \] (6.16)

where \( p \) is pixel value. The result of the procedure is the constants \( a_0, a_1 \) and \( a_2 \).

The FICS 77443 spectrograph was calibrated in wavelength using 3 different gas discharge mercury (Hg) lamps (see Fig. 6.5). Note that no order sorting filter is used to block out wavelength regions originating from higher spectral orders of the grating. The strong Hg emission line at wavelength 2537 Å is repeating itself 3 times at 5074 Å, 7611 Å and 10148 Å. The latter corresponds to spectral orders 2, 3, and 4, respectively. This effect is used in the calibration to obtain emission lines in the deep red part of the spectrum and up. Table 6.1 shows the result.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>2.56026 x 10^{-3}</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>7.99624 x 10^{-9}</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>1.95299 x 10^{-4}</td>
</tr>
</tbody>
</table>

**Table 6.1.** Wavelength calibration factors for the FICS 77443 spectrograph according to Eq. (6.16). The detector (CCD) has 256 x 1024 pixels. The spectral range is from 2560 Å to 10945 Å.

### 6.1.6 Transfer of lamp certificate

Our 1000 W tungsten lamp (ORIEL SN7-1275) is a traceable National Institute of Standards (NIST) source. This lamp is first used to calibrate the spectrograph in the wavelength region 4000 – 8000 Å. The calibration factor as a function of wavelength is then simply

\[ \varepsilon_{\lambda} = \frac{B_{\lambda}^{1000W}}{u_{\lambda}^{1000W}}, \quad \left[ \frac{\# \text{photons}}{cm^2 s \text{ Å sr cts}} \right] \] (6.17)

where \( u_{\lambda}^{1000W} \) is the count rate in units of counts per second [cts].
Next, the primary lamp is replaced by our secondary standard, a 200 W tungsten lamp. The lamp screen distance is 8.56 m and the exposure time is 160 msec for both cases. This is important since the count rate as a function of exposure time is not necessarily linear. In addition, a cutoff filter is used in front of the fiber bundle to avoid overlapping spectral orders. The optical window is made of BK-7 and blocks out the UV part of the spectrum. Fig. 6.6 shows the results of the certification. Note that a certification above 8000 Å requires an order blocking filter with cutoff wavelengths above 4000 Å. A filter wheel will be installed to handle this issue in the near future.

As a temporally solution, the dotted black curve in Fig. 6.6 represents a functional fit to the 200 W secondary certificate based on a method developed by Saunders at NIST. The equation has only two unknowns. In our case the solution becomes: $a = 73.9$ and $b = 52568$. The fit is obtained by using the irradiance wavelengths between 4000-8000 Å.

### 6.1.7 Screen brightness control

According to Eq. (6.15) the brightness of the screen is adjustable as a function distance $z$. Another approach would be to vary the current through the lamp filament. A disadvantage of this technique is that the spectral shape changes with lamp current. It would also require a lamp certification for each current setting.

In order to save burning time or life time of the 1000 W tungsten lamp, the 200 W lamp is used to demonstrate the screen brightness control using only distance as variable. The exposure time of the spectrograph is again kept constant at 160 msec.
The mobile table is moved towards the screen in incremental steps of 0.5 m. As seen in Fig. 6.7 the spectral shape remains the same and the intensity rises with the inverse of the distance squared.

The above procedure was repeated using a 45 W tungsten lamp (ORIEL SN7-1633). Fig. 8 shows the results. Intensities are now down by a factor close to 5. Note that the signal to noise, especially in the blue part of the spectrum, may be improved by simply rising the exposure time of the spectrograph. An exposure time of 4000 instead of 160 msec at a distance of 8 m, generate raw spectra that span the whole dynamic range of the detector (16-bit).

Note that the left ordinates of Fig. 6.7 and 6.8 are given in units of Rayleigh per Ångström [R/Å]. The generalized definition is

$$1R = (1/4\pi) \times 10^6 \text{ # photons cm}^{-2} \text{ sec}^{-1} \text{ sr}^{-1},$$

and it applies directly to the radiance $B_\lambda$. In Eq. (6.15), a multiplication factor of $(4\pi/10^6)$ is used to convert the number flux of #photons cm$^{-2}$ sec$^{-1}$ sr$^{-1}$ Å$^{-1}$ to R/Å.

### 6.1.8 Experimental uncertainty

The 1000 W tungsten lamp supplied by Oriel is provided by a calibration uncertainty of ±3 % in the wavelength range 4000 – 8000 Å. The life time of the lamp certificate is 50 hours. After this, the lamp should be recalibrated. Oriel reports drift rates in the range 1 to 2 % per 100 operating hours over the wavelength range 4000 to 8000 Å, respectively.

Furthermore, our secondary transfer procedure will introduce errors$^{23, 24}$ due to distance (0.14 %), lamp orientation and alignment (0.3 %), spectrograph stability (0.3 %), measurement repeatability (0.15 %), spectrograph nonlinearity (0.2 %) and laboratory stray light (0.2 %)$^{25}$.

Based on the above numbers our total calibration transfer uncertainty is estimated to be below ±4 %.
The wavelength calibration was obtained by the use of a mercury vapor gas (Hg) lamp. The mercury emission lines at 404.7, 435.8, 546.1 and 577 / 579.1 nm are marked. \( u(\lambda) \) is the spectrum of the diffuse re-emitting screen illuminated by the absolute calibration lamp (Tungsten). Note that \( u \) is the average slit response given in raw counts \([\text{CTS}]\). \( M(\lambda) \) represents the absolute certificate spectrum for the 1000W Tungsten lamp in units \([\text{mW} \text{ m}^{-2} \text{ nm}^{-1}]\).

6.1.9 DRONESPEX calibration
Fig. 6.9 shows the result of the calibration for our hyperspectral instrument (Chapter 5). It is clear from Fig. 6.9 that the instrument did not detect many counts in the blue range of the spectrum due to the low output of the calibration lamp. A better result would be to use the sun itself as a calibration source. The total radiation on a clear day will produce a higher throughput in the blue part – optimizing the instrumental count rate to be more flat across the spectrum. Even an overcast day would work if the cloud cover does not change during calibration. The setup requires that we know the intensity of the screen in absolute units. This can be obtained using a second instrument that is already calibrated in the laboratory by the procedure outlined above. The second instrument does not need to have imaging or hyper spectral capability – a regular spectrograph with a line array detector sensitive in the blue will be sufficient.

6.1.10 Summary spectral calibration
The calibration laboratory at UNIS has been constructed to calibrate narrow field of view instruments with variable source brightness control.
Two tungsten lamps with power of 200 W and 45 W are certified in the visible part of the spectrum (4000 – 8000 Å) within an uncertainty of ±4 %. By varying the screen to lamp distance from 8 m down to 3.5 m, screen intensities in the range 200 – 132k R/Å were detected.

The outlined calibration procedure will be repeated to include extended wavelength coverage by using proper cut off filters to block out higher overlapping spectral orders of the FICS 7743 spectrograph. In addition, we aim to use a tungsten lamp of lower power (12 – 20 W) to cover intensities below 200 R/Å.

6.2 Bandpass filter instrument calibration (Extra material)
This section shows how to calibrate a bandpass filter instrument. One example instrument is the photometer. It consists of a photomultiplier tube as detector, a focusing lens and a narrow bandpass filter.

The experimental setup for a typical bandpass filter instrument sensitivity calibration is sketched in Fig. 6.10.

The type of filters used depends on center wavelength \( \lambda_c \), bandpass \( BP \) and transmission \( T_\lambda \). The most traditional one is the Fabry-Perot filter design, where parallel transparent glass plates create interference due to multiple reflections between the plates. Panel (B) of Fig. 6.10 shows a typical transmission curve for these filters.

The raw data counts of the detector \( D \) is given as an integral over wavelength

\[
u = \int B_\lambda \cdot S_\lambda d\lambda, \quad \text{[cts]} \tag{6.20}\]

where \( S_\lambda \) is defined as the spectral responsivity. \( B_\lambda \) is given by Eq. (6.15).

If we assume that \( B_\lambda \), lens transmission and detector sensitivity varies slowly in the wavelength interval \( \Delta \lambda \), then the spectral responsivity of the instrument may be expressed as

\[
S_\lambda = \varepsilon \cdot T_\lambda, \quad \text{[cts R}^{-1}] \tag{6.21}
\]

\( \varepsilon \) is now an instrumental constant. It then follows that

\[
u = \int B_\lambda \cdot S_\lambda d\lambda = B_\lambda \cdot \int \varepsilon \cdot T_\lambda d\lambda = B_\lambda \cdot \varepsilon \cdot T_\lambda \cdot d\lambda = \varepsilon \cdot B_\lambda \cdot A, \tag{6.22}\]

where \( A \) is the area of the filter transmission curve. The calibration factor is then simply

\[
\varepsilon = \frac{u}{B_\lambda \cdot A}. \tag{6.23}\]

Let us assume that \( T_\lambda \) is narrow and triangular in shape. Then \( A \) becomes
\[ A = \int T_\lambda d\lambda \approx T_m \cdot BP. \quad (6.24) \]

\( T_m \) is the peak transmission of the filter at \( \lambda = \lambda_c \).

Furthermore, we define the intensity of a discrete auroral emission line at wavelength \( \lambda_c \) to be

\[ J = J_0 \cdot \delta(\lambda - \lambda_c), \]

where \( \delta \) is the Kronecker delta and \( J_0 \) is the absolute intensity. The number of auroral raw data counts is then

\[ u_a = \int J \cdot S_\lambda d\lambda = \int J_0 \cdot \delta(\lambda - \lambda_c) \cdot \varepsilon \cdot T_\lambda d\lambda = \varepsilon \cdot J_0 \cdot \int T_\lambda \cdot \delta(\lambda - \lambda_c) d\lambda = \varepsilon \cdot J_0 \cdot T_m \quad (6.25) \]

Finally, from Eqs. (6.23) and (6.24) we obtain

\[ J_0 = \frac{u_a}{\varepsilon \cdot T_m} = \left( \frac{u_a}{u} \right) \times \left( \frac{A}{T_m} \right) \times B_{\lambda_c} \times [R] \quad (6.26) \]

Note that Eq. (6.26) only applies when we assume that the transmission profile of the filter is narrow and triangular. This is a rather crude assumption, especially for medium to broad bandpass filters.

### 6.3 Color camera calibration (Extra material)

A method to obtain the average spectral pixel responsivity and the quantum efficiency of Digital Single Lens Reflex (DSLR) cameras is outlined \(^{26, 27}\). As examples, two semi-professional cameras, the Nikon D300 and the Canon 40D, are evaluated.

![Experimental setup](image.png)

**Figure 6.11.** Experimental setup: (1) fiber bundle from lamp located in neighboring room, (2) mount / stand for integrating sphere, (3) order sorting filter wheel in front of entrance slit, (4) Jobin Yvon HR320 monochromator, (5) table, (6) exit slit plane, (7) Edmund Scientific integrating sphere, (8) laboratory lift table, (9) fiber bundle holder, (10) camera table, (11) fiber bundle used as input to spectrograph, (12) Oriel FICS 7743 spectrograph, (13) optical mount rail, and (14) DSLR camera with normal 50 mm f/1.4 objective.
6.3.1 Short Background
The main motivation for this work is to develop a method to obtain the spectral responsivity or the quantum efficiency of each pixel in a DSLR camera. These cameras have become valuable tools for studies of the night sky including phenomena such as aurora and airglow. It is therefore essential to establish a method to quantify the light throughput of the cameras. Even though our focus is on the aurora, the results should be of interest to other fields of science such as astronomy, remote sensing and industrial processing as well.

![Optical diagram image]

Figure 6.12. Optical diagram. [A] Leica 150W fiber illuminator: (1) mirror, (2) Tungsten filament, (3) heat filter, (4) blocking wall, and (5) fiber bundle. [B] Jobin Yvon HR320 Monochromator: (6) f-matching lens, (7) order sorting filter, (8) entrance slit, (9) collimator mirror, (10) plane reflective grating, (11) focusing mirror, (12) flat surface folding mirror, and (13) exit slit. [C] Edmund Scientific General purpose 6 inch diameter integrating sphere: (14) sphere, and (15) transmitting diffuser (Teflon). [D] DSLR camera: (16) 50 mm normal f/1.4 objective, and (17) CMOS / CCD detector. [E] Oriel FICS 7743 spectrograph: (18) order sorting filter, (19) fiber bundle, (20) entrance slit, (21) folding mirror, (22) concave grating, and (23) CCD detector.

6.3.2 Experimental setup
Figs. 6.11 and 6.12 show the experimental setup and the optical diagram of the system, respectively. The main components are a fiber illuminator (Leica 150W) that is connected to the entrance slit of a monochromator (Jobin Yvon HR320). The diffracted light at the exit slit of the monochromator is then fed into the integrating sphere. The output of the sphere is the target for both the DSLR cameras and the intensity calibrated FICS spectrograph (see section 6.1.5).

The sphere, from Edmund Optics, is designed to integrate radiant light fluxes. The sphere is 6 inches in diameter. Its interior walls are coated with Spectralon that has a diffuse reflectance factor of 0.98 throughout the visible part of the spectrum. The monochromatic light that enters the 1 inch diameter input port of the sphere is scattered multiple times before it exits the 2.5 inch diameter output port.
In addition, a transmitting diffuser is used at the output port of the integrating sphere to diffuse the light even more (see Fig. 6.12). The diffuser is 0.5 mm thick and made of Teflon (opal). This was found necessary due to the fact that the first region of illumination in the sphere, caused by reflected light directly from the exit slit of the monochromator, is easily seen from the output port. This illuminated region is rather large compared to the diameter of the sphere. The effect was clearly seen even at relatively small off-axis view angles to the output port.

Finally, the net result is a uniform illuminated surface that is comparable to the Lambertian surface that is used for calibrating narrow field of view instruments such as our spectrograph. The field of view of the spectrograph is fully illuminated by an area that is uniform in intensity, and equal to the corresponding area that fills the field of view of each selected pixel of the cameras. As long as the field of view of the pixels and the spectrograph are filled neither the look angle nor the distance to the diffuser matters. The changing sizes of the pixel fields of view at the diffuser surface compensates exactly for both the changing distances and angles.

Both the Nikon D300 and the Canon 40D cameras are operated in manual mode with sensitivity set at ISO 1600. The Nikon D300 uses a Nikon 50mm f/1.4 AF-D lens, while the Canon 40D uses the Canon EF 50mm f/1.4 USM lens. The lenses are operated at maximum aperture (f-value set to 1.4). Exposure times between 3 and 4 seconds were chosen to avoid overexposures.

6.3.3 The spectral pixel responsivity

The assembled wavelength tunable system is designed for the visible part of the spectrum (4000-7000 Å), producing monochromatic lines with a bandpass of ~12 Å. The calibrated FICS spectrograph measures the intensity of the integrating sphere output in units of $R/Å$. The bandpass of the spectrograph is $\Delta \lambda \approx 100\text{Å}$. As result, the spectral responsivity for each camera is calculated using all 31 spectra and images. The equation of observations is

$$u^{(k)} = B \cdot S^{(k)} \cdot \Delta \lambda, \quad [\text{cts}]$$ (6.27)

where the subscript $k = [r, g, b]$ labels the red, green and blue channels of the transparent Colour Filter Mosaic filter (CFM) in front of each pixel of the sensor, respectively. Eq. (6.27) is the same as Eq. (6.20) expressed in vector form. The vector $\hat{u}^{(k)}$ contains 31 numbers of averaged pixel raw counts per second for each colour channel, $k$. The matrix $B$ is given as

$$B = [B_r, B_g, B_b, \ldots, B_b] \in [R/Å]$$ (6.28)

Each vector $B_i, i \in [1..31]$ contains the spectrum as measured by the FICS spectrograph.
The dimension of the spectra is reduced to 31 by re-sampling at each center wavelength setting of the monochromator. The spectral responsivity $\hat{S}^{(k)}$ is now found by solving Eq. (6.27) by Singular Value Decomposition (SVD).

### 6.3.4 The quantum efficiency

Another way to characterize the spectral sensitivity of a camera is to calculate the Quantum Efficiency ($QE$). It is defined as the fraction of photons that will generate electrons detectable by the photo-reactive sensors. In our case with monochromatic source functions in units of $R/\text{Å}$, the QE may be expressed as

$$QE^{(k)}_i \approx \frac{4\pi \cdot u^{(k)}_i \cdot \Delta t \cdot g}{10^6 B_i \cdot \Delta \lambda \cdot \Delta A} \times 100 \%, \quad [\%]$$

where $\Delta A$ is the pixel area in units of $cm^2$, $\Delta t$ is the exposure time in seconds and $g$ is the gain of the detector defined as the conversion factor between the number of electrons and raw counts per pixel. A simple procedure of how to measure the gain is given in Handbook of Astronomical Image Processing. At ISO 1600 the gain is 0.775 and 0.675 electrons per 12-bit data count for the 40D and the D300, respectively.

### 6.3.5 Calibration results

Our library of calibrated spectra is shown in Fig. 6.13. The intensity of the output port of the integrating sphere rises from $\sim500$ $R/\text{Å}$ at 4000 Å to a maximum of $\sim3300$ $R/\text{Å}$ at 5800 Å, reducing to $\sim1500$ $R/\text{Å}$ at 7000 Å. The dips at 4600 Å and 6700 Å are due to drops in the grating efficiency of the monochromator.

Fig. 6.14 shows the Nikon D300 green channel raw counts per second when the sphere is illuminated with light at 5569 Å center wavelength. Note that dark frame subtraction is carried out to reduce the background level. The resulting image is shaped like a steep mountain cliff with a sharp leveled circular plateau. The height of the plateau is used as the average pixel raw count response. The plateau height is calculated by selecting raw count values within a 200x200 pixel square area in the center of the image. Using the notation in Section 6.3.3, the plateau height is $u^{(G)} = 964$ cts/s. The corresponding standard deviation is $2\sigma = \pm 30$ cts/s, which in percentage terms is close to 3% variation across the plateau. The $2\sigma$ deviation is compatible with Poisson statistics where noise is defined as the square root of the counts.

![Figure 6.14. Raw counts from the Nikon D300.](image)

Exposure time is 3 seconds at ISO 1600 with a 50 mm normal objective fixed at f/1.4. The shaded surface represents the green channel 12-bits raw cts per second. The source is a monochromatic illuminated sphere at center wavelength 5569 Å. The center y-axis slice of the surface is shown together with the calculated height of the plateau (solid horizontal line) and the $2\sigma$ standard deviation (dotted lines).
The calculated values are visualized in Fig. 6.14 by plotting the center y-axis slice of the mountain cliff. The result looks like a square pulse with ripple noise on the top that is within the calculated deviation. The output of the sphere is, in other words, sufficiently uniform to assume that the above 200x200 pixel average is the same for all pixels.

The next step is to repeat the procedure to obtain the average raw counts per second as a function of wavelength for each color channel of the cameras. The first thing we noticed when handling the raw data from the Canon 40D is that the counts are fixed at 14-bits resolution. The range is, in other words, from 0 to 16383 cts. The Nikon D300 has a 12-bit range (0 – 4095 cts). As a consequence, the 40D counts are scaled down by a factor of (1/4) in order to be comparable to the D300. The D300 was first operated at 3 seconds exposures with no overexposures occurring as we changed the wavelength of the monochromator. At 4 seconds the green channel became overexposed. On the other hand, the Canon 40D did not overexpose at 4 seconds exposure time. It also turned out that we could not set the exposure time of the 40D to 3 seconds. Only 2.5, 3.2 and 4 second intervals were possible. The procedure was therefore repeated to make sure that we obtain the same cts per second for all intervals.

Fig. 6.15 shows the resulting raw counts per second obtained with variable exposure intervals for both cameras. It is hard to see any difference between the curves as a function of exposure time for each camera alone, especially for the 40D. The only difference appears when the D300 green channel is overexposed at 4 seconds. The effect is seen comparing the 3 and 4 second exposures. The peak of the 4 second exposure looks like it has been cut off compared to the 3 second one in the 5200 to 5500 Å wavelength region. Also notice that the error bars become zero in this region. This is expected since the error bars are defined as the 2σ standard deviation of the count rates. The D300 blue and red channel count rates are almost identical, with deviations that are well within the error bars. It is therefore reasonable to assume that the raw count rates are constant as a function of exposure time in the interval ~ (3-4) seconds for both cameras.

The count rate profiles of the cameras shown in Fig. 6.15 are quite similar in shape, especially the blue and red channels. However, the 40D green channel profile is slightly more symmetric than the corresponding D300 profile. This is due to the fact that the 40D green counts are little bit higher than the D300 green counts in the 4800 to 5100 Å wavelength region. The same is seen in the 5400 to 5800 Å wavelength region when comparing the red channels.
Figure 6.16. Processed camera data. Panel (A): Solid lines are the spectral responsivity of the Nikon D300 camera for each color channel (Red, Green and Blue). The dotted lines are for the Canon 40D camera. Panel (B) shows the corresponding calculated quantum efficiency. Both cameras were operated with identical settings using normal objective lenses (50mm f/1.4) at ISO 1600.

Both cameras have peak count rates in the green channels. However, the D40 has a higher blue than red peak count rate, while this is vice versa for the D300. What this means, in terms of difference in color balance between the cameras, depends on the spectral responsivity or the quantum efficiency. The raw count rate profiles alone are not sufficient in order to conclude on this issue.

If we define the width of the profile for each color channel to be the wavelength region where it has equal to, or greater than, half of its maximum count rate, then it is clear that the D40 has wider profiles than the D300 for all color channels. The D40 profile is ~250 Å wider than the D300 in the green channel. The corresponding blue and red differences in widths are 70 and 160 Å, respectively.

The main difference between the cameras becomes evident in the level of the count rates. The Nikon D300 count rates are generally higher when compared to the Canon 40D, except for the wavelength regions mentioned above. By integration we find that the D300's blue, green and red channels have ~16, 8 and 50 % higher count rates compared to the D40, respectively.
The spectral responsivity and the quantum efficiency may now be solved according to equations (6.27) and (6.29), respectively. Based on the above findings, the 3 second exposure by the D30 and the 4 second exposure by the 40D camera are chosen to represent the raw count rates in the calculations. The net result is shown in Fig. 6.16 for both cameras.

The calculated spectral responsivity and the quantum efficiency curves are compatible in shape and amplitude. Note that the quantum efficiency calculation is a more direct and robust method since it does not depend on the Singular Value Decomposition. It is now clear that both cameras have their peak sensitivity in the blue and minima in the red channels. The color balance between the channels is, in other words, the same for both cameras. However, as expected from the level of the count rate profiles, the Nikon D300 is the most sensitive camera. The D300 has a peak quantum efficiency of 50% and spectral responsivity of $4.3 \times 10^{-3} \text{ cts s}^{-1} R^{-1}$ in the blue channel at 4600 Å. The green channel quantum efficiency peaks at 48% with $3.9 \times 10^{-3} \text{ cts s}^{-1} R^{-1}$ in spectral responsivity at 5300 Å, while the red channel peak is lowest at 35% and $2.8 \times 10^{-3} \text{ cts s}^{-1} R^{-1}$ at 5900 Å. Again, by integration we find that the D300’s blue, green and red channels have ~17, 9 and 54% higher spectral responsivity compared to the D40, respectively. The corresponding difference in quantum efficiency is 11, 3 and 47%.

The above is a surprising result. We double checked our experimental setup to make sure that we actually used the same settings on both cameras. Also note that, the total difference between the two sets of source functions used to obtain the spectral responsivity and quantum efficiency only varied by $\pm 17 \text{ R/Å}$. The difference is so small that it is hard to see it if we overlay the curves of the 40D source functions in Fig. 6.13.

One factor that could explain the discrepancy, especially in the red, could be the difference in the spectral transmission of the lenses. The Nikon 50mm f/1.4 AF-D and the Canon EF 50mm f/1.4 USM lenses are almost identical with the same number of optical elements in the lens construction. Fig. 6.17 shows the spectral transmission profiles using the FICS spectograph as the detector and a flat Lambertian surface as the target reference. The surface was illuminated by a Tungsten lamp. The lenses were mounted in front of the spectograph’s entrance fiber bundle. The setup is identical to our narrow field of view intensity calibration procedure. The shape of the transmission profiles is more or less equal for both lenses. There is a gradually increase from ~80% at 4000 Å up to a more stable region above ~90% from 4500 to 6500 Å. In the deep red part of the spectrum ($\lambda > 6500$ Å), the transmission factors start to decrease more rapidly to a level below ~50 to 60% at 10 000 Å.

The above is a surprising result. We double checked our experimental setup to make sure that we actually used the same settings on both cameras. Also note that, the total difference between the two sets of source functions used to obtain the spectral responsivity and quantum efficiency only varied by $\pm 17 \text{ R/Å}$. The difference is so small that it is hard to see it if we overlay the curves of the 40D source functions in Fig. 6.13.

One factor that could explain the discrepancy, especially in the red, could be the difference in the spectral transmission of the lenses. The Nikon 50mm f/1.4 AF-D and the Canon EF 50mm f/1.4 USM lenses are almost identical with the same number of optical elements in the lens construction. Fig. 6.17 shows the spectral transmission profiles using the FICS spectograph as the detector and a flat Lambertian surface as the target reference. The surface was illuminated by a Tungsten lamp. The lenses were mounted in front of the spectograph’s entrance fiber bundle. The setup is identical to our narrow field of view intensity calibration procedure. The shape of the transmission profiles is more or less equal for both lenses. There is a gradually increase from ~80% at 4000 Å up to a more stable region above ~90% from 4500 to 6500 Å. In the deep red part of the spectrum ($\lambda > 6500$ Å), the transmission factors start to decrease more rapidly to a level below ~50 to 60% at 10 000 Å.
The Nikon lens is overall more effective than the Canon lens throughout the visible region (4000 – 7000 Å) and the near infra-red (7000 - 10000 Å) by a factor of ~5 and 15%, respectively.

If we take into account the transmission of the lenses, the difference between the cameras in spectral responsivity and quantum efficiency is only changed by a few percent. The D300’s blue, green and red channels now have ~12, 5 and 50% higher spectral responsivity compared to the D40, respectively. The updated differences in quantum efficiency become ~7% for the blue, 0% for the green and 45% for the red channels.

The above result indicates that the main difference between these two cameras is in their detectors. Both cameras use a CMOS (Complementary Metal Oxide Semiconductor) sensor and a Color Filter Mosaic (CFM) to separate the colors. The main difference in spectral responsivity is found to be in the red channels, and could well be related to the transmission of the red elements in the CFM, the infra-red filter or in the semiconductors used. This is an interesting topic, but it is beyond the scope of this paper.

6.3.6. Lesson learned
A digital camera image could contain more information than just relative scaled intensities or color coded pixel values that have little physical meaning in terms of brightness on a quantitative scale. The recent improvements in both sensitivity and dynamic range enable the DSLR camera to be used as an intensity tool as well. But the lesson learned from this exercise is that there seems to be a lack of a common standard for camera sensitivity given by the manufacturers. As shown above for Nikon and Canon, the ISO (International Organization for Standardization) values, originally defined as the speed of photographic film, may not be the optimum parameter representing the sensitivity of a digital sensor. The spectral responsivity or the quantum efficiency is the parameter that should be used in the future to characterize the sensitivity of a camera. We hope that the manufacturers can provide this information in future. It would increase the usage and potential of these fantastic devices.
Reference


APPENDIX A
Basic Ebert-Fastie equations

Figure A.1. Optical diagram Ebert- Fastie spectrometer. G is plane reflective grating, S₁ entrance slit, S₂ exit slit, and M concave mirror. N is grating normal, θ grating angle, φ instrumental constant (tan φ = y / f), f focal length, α incident angle, β diffracted angle, y ½ slit – slit distance, a groove spacing, n spectral order, and w slit width.

The grating equation is

\[ nλ = a (\sin α + \sin β) , \text{ where } α = θ - φ \text{ and } β = θ + φ. \]

Then \( nλ = a \left[ (\sin θ \cos φ - \sin φ \cos θ) + (\sin θ \cos φ + \sin φ \cos θ) \right] \) or

\[ \Rightarrow nλ = 2a \sin θ \cos φ. \]

Angular dispersion is

\[ \frac{d}{dβ} (nλ) = a \cos β, \]

and since \( dx = f \, dβ \) then linear dispersion becomes

\[ \frac{dλ}{dx} = \frac{dλ}{dβ} \frac{dβ}{f} = \frac{a \cos β}{nf} = \frac{a \cos(θ + φ)}{nf} \]

The theoretical bandpass of the instrument is then defined as

\[ BP = FWHM = \frac{dλ}{dx} × w = \frac{a \cos(θ + φ)}{nf} × w. \]
APPENDIX B
Basic calculations for a 400 – 900 nm GRISM spectrograph

(1) Borate flint glass

<table>
<thead>
<tr>
<th>Wavelength $\lambda$ [nm]</th>
<th>Refractive index $n$</th>
<th>Diffracted angle $\beta$ [deg.]</th>
<th>Linear dispersion $d\lambda/dx$ [nm/mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>1.58942</td>
<td>25.0630</td>
<td>99.6853</td>
</tr>
<tr>
<td>500</td>
<td>1.57606</td>
<td>22.8950</td>
<td>110.823</td>
</tr>
<tr>
<td>600</td>
<td>1.56880</td>
<td>20.8891</td>
<td>117.220</td>
</tr>
<tr>
<td>700</td>
<td>1.56442</td>
<td>18.9694</td>
<td>121.303</td>
</tr>
<tr>
<td>800</td>
<td>1.56158</td>
<td>17.1031</td>
<td>124.153</td>
</tr>
<tr>
<td>900</td>
<td>1.55963</td>
<td>15.2734</td>
<td>126.278</td>
</tr>
</tbody>
</table>

(2) BK7

<table>
<thead>
<tr>
<th>Wavelength $\lambda$ [nm]</th>
<th>Refractive index $n$</th>
<th>Diffracted angle $\beta$ [deg.]</th>
<th>Linear dispersion $d\lambda/dx$ [nm/mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>1.53144</td>
<td>23.8148</td>
<td>105.426</td>
</tr>
<tr>
<td>500</td>
<td>1.52152</td>
<td>21.7397</td>
<td>114.634</td>
</tr>
<tr>
<td>600</td>
<td>1.51613</td>
<td>19.7884</td>
<td>119.882</td>
</tr>
<tr>
<td>700</td>
<td>1.51288</td>
<td>17.9048</td>
<td>123.264</td>
</tr>
<tr>
<td>800</td>
<td>1.51078</td>
<td>16.0643</td>
<td>125.660</td>
</tr>
<tr>
<td>900</td>
<td>1.50933</td>
<td>14.2540</td>
<td>127.471</td>
</tr>
</tbody>
</table>

Table B.1. Linear dispersion using a grism with $\omega = \alpha = 20^\circ$, grating groove spacing $a = 3333.33$ nm (a 300 lines / mm), spectral order $n = 1$, and a detector lens with focal length of $f_3 = 25$ mm. Cauchy’s index of refraction constants are $A_1 = 1.5523$ and $B_1 = 5939.39$ nm for Borate flint glass in panel (1), and $A_1 = 1.50389$ and $B_1 = 4407.54$ nm in panel (2) for BK7.

<table>
<thead>
<tr>
<th>Wavelength $\lambda$ [nm]</th>
<th>Slit width magnification</th>
<th>Bandpass BP [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.617</td>
<td>1.54</td>
</tr>
<tr>
<td>500</td>
<td>0.607</td>
<td>1.68</td>
</tr>
<tr>
<td>600</td>
<td>0.599</td>
<td>1.75</td>
</tr>
<tr>
<td>700</td>
<td>0.591</td>
<td>1.79</td>
</tr>
<tr>
<td>800</td>
<td>0.585</td>
<td>1.82</td>
</tr>
<tr>
<td>900</td>
<td>0.580</td>
<td>1.83</td>
</tr>
</tbody>
</table>

Table B.2. Slit width magnification and theoretical spectral bandpass of a grism spectrograph. The prism is of Borate flint glass with $\omega = \alpha = 20^\circ$. The transmitting grating has 300 lines / mm. The spectral order is $n = 1$. The lens between the entrance slit and the grism has $f_2 = 42$ mm as focal length. The detector lens has a focal length of $f_3 = 25$ mm. The entrance slit width is $w = 0.025$ mm.
# APPENDIX C

Spatial resolution calculations with different front optics

<table>
<thead>
<tr>
<th>z[m]</th>
<th>dx [m]</th>
<th>Δx [m]</th>
<th>Δy [m]</th>
<th>SW [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>6.25</td>
<td>6.71</td>
<td>8.65</td>
<td>1124.5</td>
</tr>
<tr>
<td>2500</td>
<td>5.21</td>
<td>5.67</td>
<td>7.21</td>
<td>937.3</td>
</tr>
<tr>
<td>2000</td>
<td>4.17</td>
<td>4.63</td>
<td>5.77</td>
<td>750.1</td>
</tr>
<tr>
<td>1500</td>
<td>3.13</td>
<td>3.59</td>
<td>4.33</td>
<td>562.9</td>
</tr>
<tr>
<td>1000</td>
<td>2.08</td>
<td>2.54</td>
<td>2.88</td>
<td>374.4</td>
</tr>
<tr>
<td>850</td>
<td>1.77</td>
<td>2.23</td>
<td>2.45</td>
<td>318.5</td>
</tr>
<tr>
<td>500</td>
<td>1.04</td>
<td>1.50</td>
<td>1.44</td>
<td>187.2</td>
</tr>
<tr>
<td>400</td>
<td>0.83</td>
<td>1.07</td>
<td>1.15</td>
<td>150</td>
</tr>
</tbody>
</table>

Table C.1. 

- $f_1 = 12$ mm
- $v = 100$ km/hr (27.78 m/s)
- $w = 0.025$ mm
- ½” CCD (320 x 240 pixels)
- 25 frames per second.
- $N=130$ and $\Delta t = 8.33$ms
- $\tau = 31.667$ ms
- Readout distance: 0.88 m
- Critical altitude ~ 400 m

<table>
<thead>
<tr>
<th>z[m]</th>
<th>dx [m]</th>
<th>Δx [m]</th>
<th>Δy [m]</th>
<th>SW [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>4.69</td>
<td>4.92</td>
<td>6.49</td>
<td>844</td>
</tr>
<tr>
<td>2500</td>
<td>3.91</td>
<td>4.14</td>
<td>5.40</td>
<td>703</td>
</tr>
<tr>
<td>2000</td>
<td>3.13</td>
<td>3.36</td>
<td>4.33</td>
<td>563</td>
</tr>
<tr>
<td>1500</td>
<td>2.34</td>
<td>2.58</td>
<td>3.25</td>
<td>422</td>
</tr>
<tr>
<td>1000</td>
<td>1.56</td>
<td>1.79</td>
<td>2.16</td>
<td>281</td>
</tr>
<tr>
<td>850</td>
<td>1.39</td>
<td>1.56</td>
<td>1.84</td>
<td>239</td>
</tr>
<tr>
<td>600</td>
<td>0.94</td>
<td>1.17</td>
<td>1.30</td>
<td>169</td>
</tr>
<tr>
<td>500</td>
<td>0.78</td>
<td>1.01</td>
<td>1.08</td>
<td>140</td>
</tr>
</tbody>
</table>

Table C.2. 

- $f_1 = 16$ mm
- $v = 100$ km/hr (27.78 m/s)
- $w = 0.025$ mm
- ½” CCD (320 x 240 pixels)
- 25 frames per second.
- $N=130$ and $\Delta t = 8.33$ms
- $\tau = 31.667$ ms
- Readout distance: 0.88 m
- Critical altitude ~ 500 - 600 m

<table>
<thead>
<tr>
<th>z[m]</th>
<th>dx [m]</th>
<th>Δx [m]</th>
<th>Δy [m]</th>
<th>SW [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>3.0</td>
<td>3.23</td>
<td>4.15</td>
<td>540</td>
</tr>
<tr>
<td>2500</td>
<td>2.5</td>
<td>2.73</td>
<td>3.46</td>
<td>450</td>
</tr>
<tr>
<td>2000</td>
<td>2.0</td>
<td>2.23</td>
<td>2.77</td>
<td>360</td>
</tr>
<tr>
<td>1500</td>
<td>1.5</td>
<td>1.73</td>
<td>2.08</td>
<td>270</td>
</tr>
<tr>
<td>1000</td>
<td>1.0</td>
<td>1.23</td>
<td>1.38</td>
<td>180</td>
</tr>
<tr>
<td>850</td>
<td>0.85</td>
<td>1.08</td>
<td>1.18</td>
<td>153</td>
</tr>
<tr>
<td>500</td>
<td>0.5</td>
<td>0.73</td>
<td>0.69</td>
<td>90</td>
</tr>
</tbody>
</table>

Table C.3. 

- $f_1 = 25$ mm
- $v = 100$ km/hr (27.78 m/s)
- $w = 0.025$ mm
- ½” CCD (320 x 240 pixels)
- 25 frames per second.
- $N=130$ and $\Delta t = 8.33$ms
- $\tau = 31.667$ ms
- Readout distance: 0.88 m
- Critical altitude ~ 850 m
APPENDIX D
Spectroscopy Questions and Exercises

1. What is the difference between interference and diffraction?
2. What is a blazed grating?
3. Write up the grating equation and explain the different terms.
4. Does the grating equation apply to a blazed grating?
5. What is overlapping spectral orders when using a grating?
6. What does the Littrow configuration mean?
7. What is the difference between a grating and a prism?
8. What is a GRISM?
9. What is the main optical purpose of a GRISM?
10. Use the grating equation to define angular dispersion.
11. Draw and explain the Ebert-Fastie monochromator configuration.
12. Explain the difference between the Czerny-Turner and the Ebert-Fastie spectrometer!
13. Deduce linear dispersion from the grating equation.
14. What do we mean by FWHM (BP)? Draw line profile and explain!
15. Is FWHM the same as linear dispersion times exit slit width?
16. How many pixels should we have per spectral bin (FWHM)?
17. Draw the Transfer Optics (Optical diagram) of a typical spectrometer and define labels!
18. Derive slit height demagnification / magnification.
19. What is Etendue? What does it characterize?
20. Write up the equation of Optimized Etendue!
21. Use the concept of Etendue to calculate magnification / demagnification of the slit width.
22. What is Photon flux in terms of Etendue?
23. What is Throughput?
24. Let $G_a$ be the total illuminated area of the grating and $B_\lambda$ the radiance of light entering the instrument. What is the flux a) at the entrance slit and b) at the exit slit?
25. What is the purpose of the front lens?
26. Explain the concept / basic idea of push broom imaging spectroscopy.
27. Explain how images are generated from the spectral data cube or spectral movie.
28. What do we have to take into account when calculating the spatial resolution at ground- level of an airborne spectral imager?
29. What is a spectrogram and how do we wavelength calibrate it?
30. Why do we use a Lambertian screen in sensitivity (absolute) calibration?