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Abstract
The mesopause region can be considered a “boundary region” between the
neutral atmosphere, where atmospheric constituents and momentum are trans-
ported mainly by winds and turbulent eddies, and the ionosphere, where the
main transport mechanism is molecular diffusion. In the mesopause, complex
interactions between dynamics and photochemistry occur, and we are far from
a complete understanding of these interactions.
This thesis aims to better understand the processes responsible for the large

temperature fluctuations we observe in the polar mesopause region, especially
the effects of atmospheric circulation and wave activity from lower atmo-
spheric layers. Investigations of trends have also been conducted. To carry
out these investigations, we have derived and examined mesopause tempera-
tures from two high-latitude locations: Tromsø (70◦N, 19◦E) and Longyear-
byen (78◦N, 16◦E), and turbopause height only from Tromsø. A long-term
change in turbopause height may be important for understanding processes
that are responsible for redistribution of atmospheric constituents.
We examined winter season variations in the hydroxyl (OH*) airglow tem-

perature record from Longyearbyen and identified local temperature maxima
in mid-January and mid-February, as well as a minimum in the transition
between December and January. We also identified a number of statisti-
cally significant periodic oscillations in temperatures derived from the Nip-
pon/Norway Tromsø Meteor Radar, with periods ranging from 9 days to a
year. The seasonal variation showed higher temperatures and variability dur-
ing winter compared to summer. We also found local temperature enhance-
ments just after spring equinox and summer solstice. Temperature variability
and seasonal variation may, to a large extent, be explained by the large-scale
circulation in the middle atmosphere and corresponding wave activity.
The trends for the Longyearbyen OH* airglow winter temperature series

and meteor radar derived temperatures from Tromsø, both annual and sum-
mer trends, were estimated to be near-zero or slightly negative. The Tromsø
winter trend was negative, (−11.6± 4.1)Kdecade−1.

We derived turbopause altitude from turbulent energy dissipation rates
obtained from the Tromsø medium-frequency radar and found an increasing
height in summer, (1.6± 0.3) kmdecade−1, during the time period from 2002
until 2015, while in winter turbopause height did not change significantly. We
investigated the response of the change in turbopause height to a change in
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temperature, but a changing temperature did not alter trends significantly,
irrespective of season.
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1. Introduction

1.1. Earth’s atmosphere
Earth’s atmosphere can be divided into different layers according to its char-
acteristics at different altitudes. One way of classifying the atmosphere is in
terms of temperature, see Figure 1.1. The troposphere is the lowest layer of
the atmosphere, and most weather phenomena are confined within this layer.
Tropospheric air is heated, or on occasion cooled, at the surface and through
conduction and convection. Temperature decreases with increasing altitude
as pressure decreases, following the adiabatic lapse rate. The stratosphere
and mesosphere are commonly referred to as the middle atmosphere. The
stratosphere extends from about 10 km (over polar regions) to about 50 km
altitude, and temperature here increases with height due to the absorption of
ultraviolet (UV) radiation by ozone. The region from about 50 km to about
100 km is called the mesosphere. Here temperature decreases with increasing
altitude and follows the adiabatic lapse rate again, due to that heating by UV
absorption by ozone falls off. Carbon dioxide has a cooling effect here by radi-
ating heat into space, as opposed to further down in the atmosphere, where it
acts as a greenhouse gas by absorbing infrared radiation emitted from Earth’s
surface. The upper-most part of the mesosphere is themesopause, which is the
coldest region of the atmosphere. The thermosphere is located directly above
the mesopause and is the lowest layer of the upper atmosphere. High-energy
X-rays and UV radiation from the Sun are absorbed in this layer, raising its
temperature to hundreds or sometimes more than 1000K, depending on so-
lar activity. The mesosphere and lower thermosphere are often considered a
distinct atmospheric region, commonly abbreviated the MLT region, because
the two share some common dynamic features. Gravity waves generated in
the lower atmosphere propagate upwards and break in this region, influencing
the mean circulation and thermal structure of the middle atmosphere.
The atmosphere can also be divided into two layers depending on the nature

of atmospheric mixing: the homosphere and the heterosphere. The homo-
sphere is the part of the atmosphere below about 90 km to 100 km, depending
on season, where atmospheric mixing is dominated by turbulence. The hetero-
sphere is located above the homosphere. Here, molecular diffusion dominates
over eddy mixing so that constituents become separated vertically according
to their molecular masses. The demarcation between the two layers is called
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1. Introduction

Figure 1.1.: Structure of Earth’s atmosphere up to 100 km altitude. Image
credit: Randy Russell, UCAR.

the turbopause or the homopause. The higher the altitude of the turbopause,
the greater the downward mixing of products of photochemical processes, and
the more effective the upward transport of trace gases out of the underlying
regions into the upper atmosphere.
A third way of classifying the atmosphere is in terms of ionisation. The

neutral atmosphere consists of neutral atoms and molecules, in contrast to the
ionosphere, where gas molecules are ionised, which means that they carry an
electric charge by gaining or losing electrons with the aid of high-energy solar
radiation. The ionosphere is not a distinct atmospheric layer, but rather a
series of regions located in parts of the mesosphere and thermosphere. The
ionospheric regions are called the D, E and F layers, or regions, where the D
layer is the lowest layer.

1.2. Why and how study the mesopause region?
The atmospheric region of interest in this thesis is the mesopause region. At
first glance, one can wonder about the importance of studying the mesopause.
It is located far away from where we live, and to our knowledge there are no
processes going on there that are threatening human life or life quality, as
opposed to ozone layer depletion in the stratosphere or hurricanes in the
troposphere. Research involving the mesopause region is therefore to some
extent fundamental research. However, it can be applied research as well.
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1.2. Why and how study the mesopause region?

The mesopause can be considered a “boundary region” between the neutral
atmosphere and the ionosphere. In the neutral atmosphere, the main trans-
port mechanism is transport by winds and turbulent eddies. In the ionosphere,
the main transport mechanism is molecular diffusion, which describes fluxes
of atoms and molecules from a region of higher concentration to one of lower
concentration. The ionised constituents of the ionosphere are governed by
physical laws that differ substantially from the laws governing neutral gases.
In the mesopause region, we have complex interactions between dynamics,
photochemistry and heating, and we are far from a complete understanding
of these interactions.
The mesopause is one of the most poorly understood layers of the atmo-

sphere. This is mainly because it is difficult to make direct measurements
of basic atmospheric parameters like temperature and wind velocity here.
Weather balloons and aircraft do not reach higher up than the stratosphere,
and satellites orbit above the mesopause region and can only give indirect
inferences of temperature and wind speed of this region. Sounding rockets
make measurements in situ, but they are expensive and only give short, in-
frequent glimpses of the state of the atmosphere. The processes occurring
in the mesopause are therefore not easily measured. However, some interest-
ing phenomena occur in the mesopause, which we can utilise to derive key
parameters of the region. Examples of such phenomena are airglow, polar
mesospheric clouds/summer echoes and meteor ablation.
Airglow is the collective term for light emissions from excited atoms and

molecules located approximately between 80 km and 100 km altitude in the
atmosphere. The atoms and molecules are excited by the Sun’s extreme
ultraviolet (EUV) radiation and recombined to produce light emissions. From
intensities of airglow emissions, we are able to determine temperatures in the
mesopause region (e.g. French et al., 2000; Mies, 1974; Sigernes et al., 2003).
Gravity waves and planetary waves, originating from the troposphere and
stratosphere, modulate atmospheric density, temperature and composition, as
well as airglow intensity. Thus, airglow emissions can be utilised for observing
structures from waves propagating from the lower atmosphere, and hence for
investigating atmospheric coupling (e.g. Viereck and Deehr, 1989).
The very low temperatures in the summer mesopause allow ice particles

to form and grow. The largest ice particles develop into polar mesospheric
clouds (PMC), which are tenuous clouds extending poleward of 50◦ in both
hemispheres during summer. PMC are not visible from the ground poleward
of 65◦ due to the light conditions during the Arctic and Antarctic summers
(Olivero and Thomas, 1986). They require low solar elevation illumination
from an observer’s point of view in order to be detected. The smallest ice
particles are associated with strong radar echoes, known as polar mesosphere
summer echoes (PMSE). The ice particles are charged by plasma of the D
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1. Introduction

region of the ionosphere and transported by the turbulent velocity field, lead-
ing to small-scale structures in the spatial distribution of the electron number
density. The resulting occurrence of irregularities in the radio refractive in-
dex is observed by radars on the ground as PMSE (Czechowsky et al., 1988;
Ecklund and Balsley, 1981; Hoppe et al., 1988). PMSE give insight to key
atmospheric parameters like neutral temperatures, winds, gravity waves and
turbulence (Rapp and Lübken, 2004; Röttger et al., 1988). PMSE are not
investigated in this PhD project.
Meteoroids frequently enter Earth’s atmosphere where they are slowed

down by friction with atmospheric atoms and molecules in the MLT region.
The kinetic energy of a meteoroid is converted into heat, sufficient to sublime
and ionise the surface of the meteoroid and to ionise the atoms and molecules
of the surrounding atmosphere. The resulting plasma trail can be utilised to
determine neutral temperatures and wind velocities in the region (McKinley,
1961).
In addition to the phenomena described above, we can get inferred meso-

spheric temperatures and wind speeds from satellite measurements. Even
though satellites cannot measure temperature directly, they can measure radi-
ance given off by atmospheric constituents, whose intensities are proportional
to air temperature (e.g. Waters et al., 2006). Wind speeds can be derived
using interferometry of Doppler-shifted optical spectra (Pierce and Roark,
2012).

1.3. Motivation and structure of this thesis
In the previous section, general motivation for studying the mesopause region
was exhibited. The motivation for this PhD project can be divided into two
main objectives. The first objective is to gain further knowledge of processes
responsible for circulation and other dynamic features in the polar mesopause
region, especially the effects of wave activity from lower atmospheric layers on
mesopause region temperatures. Temperatures in the mesopause region are
highly variable. Sometimes they can vary by 30K to 50K within just a few
days, as can be seen in Figure 1.2. This figure shows temperatures derived
from airglow over Longyearbyen in late January and early February 2012.
The mechanisms behind this large variability are not completely understood.
Understanding dynamical, radiative and chemical couplings between differ-
ent atmospheric layers are crucial in order to assess temperature changes in
the mesopause region. This thesis aims to better understand the processes
responsible for the temperature fluctuations we observe.
The second objective is to investigate trends in polar mesopause region tem-

perature and turbopause height. It has been generally accepted for decades
that increasing anthropogenic emissions of greenhouse gases are responsible
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Figure 1.2.: Mesopause temperatures estimated from airglow intensi-
ties measured by the 1m Ebert-Fastie spectrometer located at the Kjell
Henriksen Observatory in Longyearbyen in 2012. Red dots are hourly
temperatures. Black bullets are daily averages. Error bars represent
weighted uncertainties of daily temperatures.

for warming of the lower atmosphere (e.g. Manabe and Wetherald, 1975).
These emissions are proposed to cause the mesosphere and thermosphere to
cool (Akmaev and Fomichev, 2000; Roble and Dickinson, 1989). Akmaev
and Fomichev (1998) report, using a middle atmospheric model, that if CO2
concentrations are doubled, temperature will decrease by about 10K in the
upper mesosphere. Newer and more sophisticated models include important
radiative and dynamical processes as well as interactive chemistries, and re-
sults from these models show a cooling of 3K to 5K in the high-latitude
winter mesopause and insignificant or even a slight warming in the high-
latitude summer mesopause (e.g. Fomichev et al., 2007; Schmidt et al., 2006).
Observational studies on long-term trends of mesopause region temperatures
from mid-latitude and high-latitude sites report slightly negative or near-zero
trends (e.g. French and Klekociuk, 2011; Offermann et al., 2010). The com-
plexity of temperature trends in the mesopause region and their causes act as
motivation for studying this matter further. Investigating a long-term change
in turbopause height may give insight to processes that are responsible for
redistribution of atmospheric constituents.
To investigate the two main objectives of this thesis, we have utilised tem-

peratures from two high-latitude locations, derived from hydroxyl (OH*) air-
glow and meteor radar, as well as estimates of turbopause height. Figure A.1
in the Appendix shows the two locations: Tromsø (70◦N, 19◦E) in Northern
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1. Introduction

Norway and Longyearbyen (78◦N, 16◦E) in the Svalbard archipelago.
The structure of this PhD thesis is as follows. Chapter 2 addresses un-

derlying background for the results presented. In Chapter 3, theory behind
hydroxyl airglow spectra and the chemistry of the hydroxyl airglow layer are
described. The process of retrieving rotational temperatures from airglow
intensities is also described. The theory behind retrieval of mesospheric tem-
peratures from meteor radar, together with turbopause height derived from
medium-frequency radar are treated in Chapter 4. In Chapter 5, main results
are presented and discussed. Concluding remarks are given in Chapter 6, and
perspectives for the future are given in Chapter 7. The papers published as
a part of this PhD thesis are listed at the end.
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2. Processes influencing the
middle atmosphere

This chapter aims to cover background theory necessary for understanding
the main results obtained in this PhD project. In Section 2.1, observed zonal
winds and temperatures in the middle atmosphere are presented, together
with general circulation patterns. Section 2.2 briefly describes waves respon-
sible for driving the atmospheric circulation. Section 2.3 treats sudden strato-
spheric warmings, which are events that are triggered by these waves and that
act as a coupling mechanism in the middle atmosphere. Section 2.4 gives a
short introduction to some basic characteristics of turbulence necessary for
understanding the derivation of turbopause height, which will be presented in
Chapter 4. In Section 2.5, effects of solar forcing on mesopause region tem-
perature are presented. Finally, Section 2.6 briefly describes other influences
on circulation and chemistry of the middle atmosphere.

2.1. Temperature distribution and circulation
If turbulence is disregarded, the middle atmosphere would be in approximate
radiative equilibrium (e.g. Fels, 1985). The temperature distribution would
show a strong seasonal dependence with maximum temperature at the strato-
spheric summer pole and minimum at the mesospheric winter pole, see Figure
2.1. However, reality tells a different story.
Cross sections of observed zonal mean temperature in the atmosphere up

to 80 km for January and July are shown in the top left and right panels
of Figure 2.2, respectively. In the stratosphere, infrared radiative cooling
is balanced primarily by radiative heating due to absorption of solar UV
radiation by ozone. We see that mean temperature increases with height until
a maximum is reached at the stratopause near 50 km. Above the stratopause,
the temperature gradient gradually resumes the adiabatic lapse rate as the
ozone concentration falls off with height. Minimum temperature is reached
over the summer pole at the mesopause.
If we compare observed temperature with “radiatively” determined temper-

ature for January, we see that the summer polar stratosphere is under strong
radiative control, but over the winter stratosphere and mesosphere observed
temperature is 60K to 100K higher than temperature estimated based only

7



2. Processes influencing the middle atmosphere

Figure 2.1.: Temperature distribution [K] in the
middle atmosphere for Northern winter solstice ex-
pected for an atmosphere in radiative equilibrium.
From Holton (2004), based on Shine (1987).

on radiative balance. Obviously, temperatures in the middle atmosphere are
not determined by radiation alone. Dynamics and transport largely influ-
ence both the temperature distribution and the composition of the middle
atmosphere (Andrews et al., 1987; Fritts and Alexander, 2003).
The two bottom panels of Figure 2.2 show cross sections of observed monthly

zonal wind for January and July. The main features are a westward jet in
the summer hemisphere and an eastward jet in the winter hemisphere, with
maximum wind speeds reached near 60 km.
The atmosphere is a complex system which allows transport of momentum,

heat, particles and compounds from one layer to another. Waves propagating
from lower layers of the atmosphere and dissipating momentum into the MLT
region drive the mean circulation to a large extent (e.g. Garcia and Solomon,
1985). This residual circulation is shown in Figure 2.3 and is characterised
by rising motions above 30 km in the summer hemisphere, with flow from the
summer to the winter hemisphere in the upper stratosphere and mesosphere,
and descent in the winter hemisphere (Dunkerton, 1978; Murgatroyd and Sin-
gleton, 1961). Downwelling of air over the winter pole causes the air to be
compressed and adiabatically heated. Conversely, upwelling at the summer
pole causes air to expand, leading to a cooling of the summer mesopause.
Therefore, the summer mesopause is cooler than the winter mesopause. The
lower stratospheric part of the circulation is called the Brewer-Dobson cir-

8



2.2. Planetary waves and gravity waves

Figure 2.2.: Observed monthly and averaged temperature [K] and zonal wind [m/s]
for January (left) and July (right). Negative wind speeds (dotted contours) represent
westward (easterly, from east) winds, while positive wind speeds (solid line contours)
represent eastward (westerly, from west) winds. From Holton (2004), based on Flem-
ing et al. (1990).

culation and consists of rising motions at low latitudes and descent at high
latitudes, approximately symmetric about the equator (Brewer, 1949; Dob-
son, 1956).

2.2. Planetary waves and gravity waves
Two groups of waves largely responsible for driving the atmospheric circula-
tion are gravity waves (GWs) and planetary waves (PWs). GWs are created
in the troposphere, e.g. by thunderstorm updrafts, Kelvin-Helmholtz insta-
bility around the jet stream or when winds flow over mountains (orographic
forcing). Their restoring force is buoyancy. They can propagate vertically
and horizontally, and both eastwards and westwards, but only against the
zonal flow, or if they have higher phase speeds than the background flow.
During westward zonal flow, westward-propagating GWs are filtered out at a
so-called critical layer and vice versa. A critical layer is reached where the
phase velocity of the wave is equal to the mean fluid velocity, and momentum

9



2. Processes influencing the middle atmosphere

Figure 2.3.: Schematic representation of the residual cir-
culation of the middle atmosphere. The stratospheric
part of the circulation is called the Brewer-Dobson circu-
lation. The mesospheric part is commonly referred to as
the mesospheric residual circulation. Image credit: Jülich
Forschungszentrum.

is transferred to the mean flow (Booker and Bretherton, 1967). During winter,
when the mean stratospheric zonal flow is eastward, only GWs with westward
phase speeds can propagate vertically. During equinox, stratospheric winds
reverse, and the dominant direction of GWs in the mesosphere also reverses.
During summer, the mean stratospheric zonal flow is westward, and therefore
only GWs with eastward phase speeds can propagate vertically.
GWs in the upper mesosphere typically have vertical wavelengths ranging

from 2 km to 30 km, periods of a few minutes to a few hours and horizontal
phase speeds of up to 80m s−1 (Andrews et al., 1987; Fritts, 1984; Hines,
1960).
Planetary waves, or Rossby waves, are caused by meridional perturbations

of the zonal flow (Rossby, 1939). The waves with the largest amplitudes arise
when the atmosphere in motion encounters changing surfaces, e.g. large-scale
orography or land-sea contrasts, and is forced to ascend, due to a changing
surface topography, and descend, due to gravity. Their restoring force is pro-
vided by the latitudinal gradient of the planetary vorticity caused by Earth’s
rotation. Potential vorticity must be conserved, resulting in that air that is
forced to ascend tends to turn to the left, and as it descends again it turns to
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2.2. Planetary waves and gravity waves
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Figure 2.4.: Propagation of gravity waves and planetary waves during Northern
Hemisphere summer (left) and winter (right).

the right (Dickinson, 1978).
PWs can only propagate westwards. If the zonal wind is eastward, they

propagate upwards into the middle atmosphere with a velocity smaller than a
critical value, which is a function of the horizontal wavenumber. This criterion
is called the Charney-Drazin criterion (Charney and Drazin, 1961). PWs in
the middle atmosphere have typical periods of 2 days to 16 days (Dunkerton,
1991; Salby, 1981a,b) and are assigned zonal wave numbers referring to the
number of wave cycles along a given latitude circle.
PWs are most abundant in the Northern Hemisphere winter. The summer

stratosphere has a mean westward zonal flow, and PWs cannot propagate
during these conditions. The zonal distribution of water and land masses
in the Northern Hemisphere are favourable for PW formation. PWs are also
produced in the Southern Hemisphere, but they are much weaker, due to fewer
mountain ridges and more open water (Shiotani and Hirota, 1985). Figure 2.4
shows the propagation of GWs and PWs during Northern Hemisphere winter
and summer.
Amplitudes of both PWs and GWs increase as atmospheric density de-

creases with height. Eventually, waves break when their amplitudes grow large
enough, depositing momentum and heat in the stratosphere and mesosphere
(Eliassen and Palm, 1961). Vertically propagating GWs drive the residual
circulation in the mesosphere by carrying eastward momentum and impos-
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2. Processes influencing the middle atmosphere

ing a drag that gives an equatorward meridional flow in summer. In winter,
GWs carry westward momentum and impose a drag that gives a poleward
meridional flow. PWs drive the circulation in the stratosphere by inducing
a westward drag on the zonal flow and thus contributing to a meridional
flow towards higher latitudes during wintertime: the Brewer-Dobson circula-
tion (Holton, 2004). PWs are also driving forces behind sudden stratospheric
warming events.

2.3. Sudden stratospheric warmings
The lack of heating in the polar stratospheric winter, due to little absorption
of solar radiation by ozone, leads to the formation of the polar vortex, a core
of cold air located above the winter pole, characterised by strong eastward
zonal winds. In contrast, during summer, continuous heating of the polar
stratosphere takes place, leading to a weaker temperature gradient between
the equator and the pole and thus a weakening of the polar vortex (Schoeberl
and Hartmann, 1991).
A sudden stratospheric warming (SSW) is the most dramatic event in the

winter polar stratosphere. During an SSW, the polar vortex, stretching from
the middle troposphere to the stratosphere, undergoes a strong temperature
increase, in some cases as much as 50K to 70K in just a few days. The
vortex is either disturbed and displaced from its typical location or split into
two vortices, resulting in that the eastward zonal winds are slowed down
or even completely reversed (Labitzke and Naujokat, 2000). According to
the World Meteorological Organisation, an SSW is defined as major if at
10 hPa or lower altitudes the latitudinal mean temperature increases abruptly
poleward from 60◦ latitude and the eastward zonal-mean winds reverse. If the
temperature gradient is reversed, but not the circulation, the SSW is classified
as minor. The Arctic polar vortex is less stable than the Antarctic because of
the distribution of water and land masses, so SSWs are much more common
in the Northern Hemisphere. In the Southern Hemisphere, only one major
SSW event has ever been observed. This occurred in September 2002 (Dowdy
et al., 2004).
PWs are driving forces behind SSW events, where they, by interacting with

the mean zonal flow, have the power to weaken and disturb the polar vortex.
The development of an SSW starts with the growth of planetary-scale dis-
turbances (zonal wavenumbers 1 and 2) in the troposphere until they reach
a large amplitude. PWs propagate into the stratosphere and give rise to a
deceleration of the eastward jets and a weakening of the polar vortex. Zonal
mean temperatures at high latitudes increase due to the waves. The west-
ward acceleration of the zonal wind increases with increasing height, and at
a certain level the winds reverse to westward. This level is called the critical
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2.4. Turbulence and the turbopause concept

layer. PWs are absorbed at the critical layer and prevented from propagat-
ing further upwards. An intense warming of the polar cap region just below
the critical layer is observed, due to Eliassen-Palm flux divergence of forced,
upward-propagating PWs, and the westward winds are accelerated, lowering
the level of warming and wind reversal (Matsuno, 1971).
SSWs not only impact the stratosphere. Mesospheric cooling and wind re-

versal are observed during SSW onset (e.g. Hoffmann et al., 2007; Labitzke,
1981). Observations show a downward propagation of circulation disturbances
with an earlier onset of zonal wind reversal in the mesosphere compared with
the upper stratosphere (Hoffmann et al., 2007). Proposed coupling mech-
anisms between the stratosphere and mesosphere during SSW events are
related to PW and GW activity. Observations show evidence of increased
wave number 1 PW and reduced GW activity in the mesosphere during SSW
events. The mesospheric cooling is caused primarily by a relaxation of the
polar mesosphere towards radiative equilibrium. This occurs as the westward
winds induced by the SSW reduce transmission of GWs into the mesosphere
(Holton, 1983).

2.4. Turbulence and the turbopause concept
Atmospheric turbulence is small-scale, irregular air motions due to winds that
vary in speed and direction. Turbulence provides mixing of constituents, heat
and energy in the atmosphere. The main sources are probably GWs and tides,
which generate turbulence through non-linear breaking, shear instabilities,
convective overturning and critical-level interaction (Hodges, 1967; Lindzen,
1981).
Two essential characteristics of turbulence are turbulent diffusion and tur-

bulent energy dissipation. Turbulent diffusion is the transport or spreading
of heat, momentum and tracer concentration due to irregular velocity fluctu-
ations. Turbulent energy dissipation prevents an unlimited growth of turbu-
lence. It is characterised by turbulent energy being cascaded successively to
smaller and smaller eddies. At a very small scale, called the Kolmogorov mi-
croscale, the eddies are depleted, or dissipated, by viscous forces in the small-
est eddies, and ultimately the energy is converted into heat (Kolmogorov,
1941; Reynolds, 1987). See Figure 2.5 for an illustration.
Atmospheric turbulence is important up to an upper altitude region ranging

from 95 km to 110 km, varying on both a daily and a seasonal basis, where
viscosity becomes so large that it damps any tendency for turbulence to form.
This transition region is referred to as the turbopause (Hocking, 1987).
The turbopause may be defined in several ways, depending on measurement

technique (Lehmacher et al., 2011). Blamont (1963) described a sudden tran-
sition from turbulent to laminar shapes becoming visible in sodium clouds
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Figure 2.5.: Turbulent energy cascade.

ejected from rockets at an altitude varying between 95 km and 105 km. This
can be referred to as the visual turbopause. Offermann et al. (2007) suggested
the concept of a wave turbopause, which is based on the vertical distribution
of wave dissipation and derived from standard deviations of vertical profiles
of temperature variances. The turbopause may also be defined as the alti-
tude where the eddy diffusion coefficient is equal to the molecular diffusion
coefficient. It may be derived from mixing ratio profiles of particular species
(Danilov et al., 1979) and is referred to as the mixing turbopause. In Pa-
per 3, we have utilised the concept of the mixing turbopause and estimated
the turbopause level by estimating turbulent energy dissipation rates using
medium-frequency radar.
The turbopause may be defined in terms of the Reynolds number, Re, which

is defined as the ratio of inertial forces to viscous forces in a fluid flow:

Re = ρvL

µ
= vL

ν
(2.1)

where ρ is the density of the fluid, v is mean velocity, L is characteristic length,
µ is dynamic viscosity of the fluid and ν is kinematic viscosity (Reynolds,
1894).
The Reynolds number is dimensionless. If Re is large, we have turbulent

flow. Contrary, if Re is small, we have laminar flow. Depending on the type
of fluid, flow speed and the diameter of the flow, Re < ∼2300 gives a laminar
flow (Warhaft, 1997). At the turbopause, turbulent and molecular diffusivities
are equal, and Re is unity.
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2.5. Solar forcing

2.5. Solar forcing
The atmosphere is not only affected internally through dynamics, but also by
external forcing from above. The variability in the incoming solar shortwave
radiation is known to drive changes in the atmosphere on decadal, annual
and seasonal scales. The F10.7 cm solar radio flux, measured daily at the
Penticton Radio Observatory in British Columbia, Canada, is one commonly
used indicator of solar activity and correlates well with the sunspot number,
as well as with a number of ultraviolet and visible solar irradiance records.
During solar maximum, stronger dissociation of molecular oxygen by Lyman-
α radiation takes place, leading to enhanced production of atomic oxygen.
Lyman-α is a spectral line of hydrogen, emitted from the full solar disc with
an integrated flux equivalent to the total solar emission at all wavelengths less
than 150 nm, and thus it is a measure of solar activity (Lean and Skumanich,
1983). Airglow intensity is directly proportional to atomic oxygen concentra-
tion and hence correlated with the 11-year solar cycle (Grygalashvyly, 2015).
Further details on the chemistry of the airglow layer will be given in Section
3.2.
It has been proposed that mesopause region airglow temperatures respond

to solar activity also on shorter time scales. Solar flares and coronal mass ejec-
tions on the Sun may lead to energetic particles penetrating the atmosphere
all the way down to the upper stratosphere. During solar proton events, high
energy protons ionise molecules in the atmosphere, altering concentrations of
odd hydrogen, nitrogen and oxygen, which again may deplete ozone in the
mesosphere (e.g. Beig et al., 2008; Thomas et al., 1983). Since OH* airglow
intensity and concentration in the mesopause are related to ozone concen-
tration, which we will see in Section 3.2, mesopause region airglow may be
influenced by short-term variations of solar activity. Scheer and Reisin (2007)
investigated this for airglow temperatures mostly from El Leoncito (31.8◦S),
but they did not find signatures in their data that could convincingly be re-
lated to geomagnetic storms. The influence of solar activity on mesopause
region temperatures on short time scales is not discussed in this PhD thesis.

2.6. Other influences on circulation and
chemistry

The quasi-biennial oscillation (QBO) is a system where zonally symmetric
eastward and westward wind regimes in the tropical stratosphere alternate
regularly with a period varying from about 24months to 30months. Suc-
cessive regimes propagate downwards from about 30 km at an average rate
of 1 kmmonth−1 (Lindzen and Holton, 1968). The QBO also influences the
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2. Processes influencing the middle atmosphere

circulation in the polar middle atmosphere (Holton and Tan, 1980). As an
example is the frequency of SSWs affected by the phase of the QBO, where
the westward phase is more associated with SSWs (Labitzke and Naujokat,
2000). The QBO is driven by vertically-propagating GWs, which are weak-
ened by infrared cooling. Their momentum flux is deposited into the mean
flow, leading to an oscillation in the mean flow (Holton and Lindzen, 1972).
Atmospheric tides are daily global-scale oscillations that can cause temper-

ature amplitudes of more than 10K in the mesosphere. Tides are primarily
forced by diurnal variations of the heating due to absorption of solar UV
radiation by H2O and O3 (Andrews et al., 1987).
In this PhD work, mesopause temperature is mainly evaluated on time

scales of months or years. Therefore, atmospheric tides on short time scales
are not discussed.
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3. Hydroxyl (OH*) airglow
Airglow is the emission of light by atoms and molecules excited through chem-
ical processes and collisions in the middle and upper atmosphere. The emis-
sions are produced when UV light from the Sun dissociates molecular oxygen
into individual atoms during daytime (or periods of midnight sun). Atomic
oxygen cannot efficiently recombine. Hence, its lifetime in the mesopause re-
gion is very long (∼months), providing a “storage” of the chemical energy
that powers the airglow during night time (or polar night). Different chem-
ical reaction chains, involving atomic oxygen from the photodissociation of
molecular oxygen, are responsible for the production of the excited states
of atmospheric species. The excited atoms and molecules cascade to lower
energy states by emitting light (photons), resulting in an emission spectrum
over a wide wavelength range, from both the ultraviolet, visible and infrared
part of the electromagnetic spectrum. The greatest contributions of airglow
emissions are from the infrared. These are the brightest emissions in the night
sky by far, but are beyond the visible spectrum range that we can see.
Excited atomic oxygen provides green (5577Å) and red (6300Å/6364Å)

emissions at 90 km to 100 km altitude and 150 km to 300 km altitude, respec-
tively. Sodium atoms provide yellow light (∼5890Å) at a layer centred at
∼91 km. Excited molecular oxygen emits blue and near ultraviolet multi-
wavelength banded radiation (3100Å to 5000Å) at ∼95 km height. Vibra-
tionally and rotationally excited hydroxyl emits visible to infrared radiation
at a layer centred at 87 km, where the near-infrared lines are the brightest
(Chamberlain, 1961). Figure 3.1 shows layers of airglow enveloping Earth,
observed from space.
Airglow can be divided into three groups depending on when it is observed,

and the exact processes behind the three vary slightly. Airglow observed at
night is called nightglow. During the day and at twilight it is referred to as
dayglow and twilightglow, respectively. In this thesis, we have investigated
nightglow data and are thus referring to nightglow when we use the term
“airglow”.
Airglow emissions are useful indicators of dynamical and chemical processes

in the mesopause region. From airglow intensities, we can obtain temperatures
of the mesopause region. This chapter elaborates on how this is possible, using
emissions from the excited hydroxyl (OH*) molecule. Section 3.1.1 gives a
short introduction to spectra of diatomic molecules, while Section 3.1.2 treats
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3. Hydroxyl (OH*) airglow

Figure 3.1.: Airglow layers created by light-emitting atoms and
molecules in the middle and upper atmosphere. Image credit:
NASA, with annotations by Alex Rivest.

OH* spectra in particular. Section 3.2 deals with the chemistry of OH* in
the mesopause region. The method used for the retrieval of temperatures
from the OH*(6-2) vibrational band is presented in Section 3.3. Finally, the
instrumentation and data analysis are described in Section 3.4.

3.1. Molecular structure and spectra
3.1.1. Diatomic molecules
The theory behind the formation of emission spectra of diatomic molecules,
which are molecules with two atoms, is described in detail in Herzberg (1950)
and will briefly be repeated here. The total energy of a diatomic molecule is
the sum of the electronic, vibrational and rotational energies:

Etot = Ee + Ev + Er (3.1)

An atom or a molecule can only exist in energy states with certain discrete
values.
A molecule can be in different electronic states, depending on the orbitals

in which its electrons are. The state where all electrons have their lowest
possible energies is referred to as the ground state. The electronic states of
molecules are labelled and identified by their angular momentum and sym-
metry properties. The ground state is denoted X, while the excited states are
denoted A, B, C, ... .
A molecule’s electrons have orbital angular momentum, L, associated with

their orbit motion, and spin angular momentum, S, associated with the rota-

18



3.1. Molecular structure and spectra

tion about their own axes. The total electronic angular momentum, Ω, is the
vector sum of the two. In a diatomic molecule, the symmetry of the field in
which the electrons move is reduced. There is only axial symmetry about the
internuclear axis. The component of L along the internuclear axis is denoted
Λ, and the constant component of the precession of S is denoted Σ. The total
electronic angular momentum about the internuclear axis is defined as:

Ω = | Λ + Σ | (3.2)

Λ takes on discrete, positive values 0, 1, 2, ..., L. The corresponding molecular
state is represented by Greek letters Σ, Π, ∆, ... respectively, and is preceded
by a symbol referring to the electronic state; X, A, B... See Eq. 3.8 for an
example. Σ takes on values S, S − 1, S − 2, ...,−S, where S is non-negative
integers or half integers, depending on whether the total number of electrons
in the molecule is even or odd, respectively. Thus, Σ can, in contrast to Λ,
be positive and negative and either integer or half integer.
Different values of Λ + Σ correspond to different energies of the resulting

molecular state. If Λ 6= 0 (that is, for Π, ∆, ... states), the electronic energy
level splits into a so-called multiplet of 2S+1 components. Molecules with an
even number of electrons have odd multiplicities (singlets, triplets, ...), since
S is integer. Conversely, molecules with an odd number of electrons have even
multiplicities (doublets, quartets, ...), since S is half integer.
The electronic energy of the state, Ee, is given by the minimum value of

the potential energy function of a given stable electronic state

Eel + Vn (3.3)

where Eel is the electronic energy of the nuclei and Vn is the Coloumb poten-
tial, which is dependent on the nuclear charges and internuclear distance.
A diatomic molecule has two modes for motion. It can rotate about an

axis passing through the centre of gravity, perpendicular to the line joining
the nuclei. Also, the two atoms can vibrate relative to each other along the
internuclear axis.
The simplest assumption of vibrational motion is that the diatomic molecule

is a harmonic oscillator. This means that each atom moves towards or away
from the other in simple harmonic motion. The displacement from equilibrium
is a sine function of time. The vibrational energy of the harmonic oscillator
is:

Ev = hνosc

(
v + 1

2

)
v = 0, 1, 2, ... (3.4)

where h is Planck’s constant and νosc is the vibrational frequency of the oscil-
lator. v is the vibrational quantum number, which can take only values ∈ N0.
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3. Hydroxyl (OH*) airglow

v describes vibrational energy levels, or energy states, of a molecule. Upper
and lower vibrational quantum levels are denoted v′ and v′′, respectively. The
energy for the harmonic oscillator is not zero in the state of lowest energy.
Even in the lowest vibrational state, vibrational energy is present.
The simplest model of a rotating molecule is the so-called dumbbell model,

where we consider two point masses, m1 and m2, fastened at a fixed distance
r apart. The two masses rotate around the centre of gravity with a rotational
frequency. The rotational energy of such a system is given by:

Er = h2J(J + 1)
8π2I

J = 0, 1, 2, ... (3.5)

where I is the moment of inertia of the system and J is the rotational quantum
number, which can take only values ∈ N0. J represents rotational angular mo-
mentum, and in the absence of external electric or magnetic fields, the energy
level depends only on the molecule’s change in angular momentum. Thus,
we have a series of discrete energy levels whose energy increases quadratically
with increasing J.
A diatomic molecule can undergo transitions from one rotational energy

level to another through absorption or emission of a photon. This results in
spectral lines which can be detected by a spectrometer. J ′ and J ′′ denote
the upper and lower rotational quantum levels, respectively, and ∆J is the
difference between them. Not all rotational transitions are allowed. Quantum
mechanical selection rules determine that:

∆J = J ′ − J ′′ =


−1
0
1

(3.6)

Different variations of ∆J correspond to different branches of lines. ∆J = −1
corresponds to the so-called P branch of the lines, ∆J = 0 corresponds to the
Q branch, and ∆J = 1 corresponds to the R branch.
The above descriptions of simple models for rotating and vibrating diatomic

molecules are idealised and represent observed spectra to a good approxima-
tion. However, sometimes large deviations from these idealised models are
observed, due to that rotation, vibration and electronic motion take place
simultaneously, and that these motions influence each other. This matter will
not be further elaborated on here.
The emission wavelength, λ, of a diatomic molecule is determined by the

energy difference of a transition between an upper and a lower molecular state:
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Figure 3.2.: Schematic of energy levels of a diatomic
molecule. The electronic energy levels are widely sep-
arated compared to the vibrational levels. The rota-
tional levels are even more closely situated than the
vibratonal levels. For legibility, only the lowest levels
are presented. Figure is not drawn to scale.

λ = hc/(Ev′ − Ev′′ + EJ ′ − EJ ′′)
= (G(v′)−G(v′′) + F (v′, J ′)− F (v′′, J ′′))−1 (3.7)

where c is the speed of light and E is energy of the states. G(v) is the
vibrational term in vibrational state v and F(v,J) is the rotational term in
vibrational state v and rotational state J. ’ and ” denote upper and lower
states, respectively.
Electronic energy is by far the largest contributor to the total energy. The

vibrational energy states give a fine structure to the electronic states, while
the rotational energy states give a fine structure to the vibrational states, see
Figure 3.2.
The upper and lower states can differ in electronic, vibrational and rota-

tional states. Molecules undergoing transitions from a higher vibrational and
rotational state to a lower state results in the formation of molecular spectra
composed of vibrational bands, which again consist of rotational lines. Figure
3.4 shows the nightsky spectrum between 1200Å and 9000Å.
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3. Hydroxyl (OH*) airglow

3.1.2. OH*
In this PhD thesis, we denote the hydroxyl emissions OH* to emphasise that
we refer to the vibrationally and rotationally excited hydroxyl airglow. OH*
airglow emission bands were first described in detail by Meinel (1950a,b).
OH* in the mesopause is in its electronic ground state designated by

X2Π 3
2

and X2Π 1
2

(3.8)

The splitting into two states is due to that OH* is in a doublet state, and this
is annotated by the left superscript to Π (the number 2). The annotation Π
corresponds to that Λ equals 1. The right subscripts to Π, 3

2 and 1
2 , correspond

to total electronic angular momentum, Ω, and from Eq. 3.2 it follows that Σ
can be either −1

2 or +1
2 . This is due to that the electron spin can be either

up or down, which is an effect of the odd number of electrons, as described
in the previous section.
The X2Π 3

2
state gives rise to the so-called P1, Q1 and R1 branches, while

the X2Π 1
2
state gives rise to P2, Q2 and R2. The X2Π 1

2
state lies higher than

the X2Π 3
2
state, which makes the P2, Q2 and R2 line intensities weaker than

P1, Q1 and R1 in the lower, more populated state. Consequently, there is an
alternation in intensity between P1 and P2 lines.

Figure 3.3.: Spectrum of the OH*(6-2) vibrational band, averaged
over a half-hour period, recorded with a 1

2 m Ebert-Fastie spectrom-
eter in Longyearbyen. From Sivjee and Hamwey (1987).
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3.2. Chemistry of the OH* layer

In this PhD project, we have used spectra from the OH*(6-2) vibrational
band to calculate rotational temperatures, meaning the OH* band with the
transition from v′ = 6 to v′′ = 2. The emission wavelengths of OH*(6-2) are
∼8400Å. Figure 3.3 shows the P, Q and R branches of OH*(6-2).
According to Eq. 3.7 in the previous section, the emission wavelength

of a diatomic molecule can be determined if the energies of the upper and
lower molecular states are known. The energy levels can be deduced if the
vibrational and rotational terms are known. The vibrational term for OH*(6-
2) is:

G(v) = ωe

(
v+ 1

2

)
−ωexe

(
v+ 1

2

)2
+ωeye

(
v+ 1

2

)3
−ωeze

(
v+ 1

2

)4
+ ... (3.9)

where ωe, ωexe, ... are vibrational constants taken from Chamberlain and
Roesler (1955) and listed in Table 3.1.
The two rotational terms of OH*(6-2), corresponding to the two states

X2Π 3
2
and X2Π 1

2
, are determined by the formulae of Hill and Van Vleck

(1928):

F1(v, J) = Bv

[(
J + 1

2

)2
− 1 + 1

2

√√√√4
(
J + 1

2

)2
+ Yv

(
Yv − 4

)]
−DvJ

4 (3.10)

F2(v, J) = Bv

[(
J + 1

2

)2
− 1− 1

2

√√√√4
(
J + 1

2

)2
+ Yv

(
Yv − 4

)]
−DvJ

4 (3.11)

where Bv, Dv and Yv are rotational constants calculated by Krassovsky et al.
(1962) and listed in Table 3.1. Figure 3.5 shows vibrational structure, as well
as rotational structure of vibrational levels of the OH* X2Π ground state.

3.2. Chemistry of the OH* layer
3.2.1. Production and loss of OH* in the polar mesopause

region
Excited hydroxyl in the polar mesopause region is produced mainly by these
reactions:
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3.2. Chemistry of the OH* layer

a) b)

Figure 3.5.: a) Potential curve of the OH* X2Π ground state, showing vibrational
structure. b) Rotational structure of vibrational levels. From Krassovsky et al.
(1962).

O3 +H −→ OH∗(v′ ≤ 9) +O2 + 3.3eV (3.12)
HO2 +O −→ OH∗(v′ ≤ 6) +O2 + 2.3eV (3.13)

The ozone-hydrogen mechanism (Eq. 3.12) is considered the dominant source
of OH* on a global basis (Bates and Nicolet, 1950), but the perhydroxyl-
oxygen mechanism (Eq. 3.13) is the source of up to half of the OH*(v’ ≤
6) observed in the winter mesopause over Svalbard, due to the absence of
photodissociation of HO2 (Sivjee and Hamwey, 1987). The lower vibrational
levels of OH*(v’) are, in addition to the reactions above, believed to be pop-

Table 3.1.: Vibrational and rotational constants for OH*(6-2), taken from Cham-
berlain and Roesler (1955) and Krassovsky et al. (1962). Units are cm−1 for all
constants except Yv, which is dimensionless.

Vibrational
constants

Rotational
constants v=6 v=2

ωe 3737.90 Bv 14.349 17.108
ωexe 84.965 Dv 0.0018 0.0018
ωeye 0.5398 Yv -9.795 -8.214
ωeze 0.01674
ωeqe -0.001637
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3. Hydroxyl (OH*) airglow

ulated as a result of either radiative cascade from the higher levels (Eq. 3.14)
or stepwise collisional deactivation processes by atomic oxygen and molecular
nitrogen and oxygen (Eq. 3.15) (Grygalashvyly, 2015; McDade, 1991):

OH∗(v) −→ OH∗(v′) + hv (3.14)
OH∗(v) +M −→ OH∗(v − 1) +M (3.15)

where v and v′ denote the upper and lower vibrational levels, respectively. M
is a non-reactive body, in this case O, O2 and N2. hv denotes the energy of
the photon emitted.
Loss mechanisms for OH*(v’) in the mesopause are quenching by atomic

oxygen, molecular nitrogen and molecular oxygen (Eq. 3.16), chemical re-
moval by atomic oxygen (Eq. 3.17) and radiative cascade to lower levels (Eq.
3.18) (Grygalashvyly, 2015):

OH∗(v′) +M −→ OH∗(v′ − 1) +M (3.16)
OH∗(v′) +O −→ H +O2 (3.17)

OH∗(v′) −→ OH∗(v′′) + hv (3.18)

where M is O, O2 and N2. v’ and v” denote the upper and lower vibrational
levels, respectively. Quenching by molecular oxygen is considered the main
loss mechanism (Adler-Golden, 1997).

3.2.2. Distribution and variation of OH*
Height distribution

The OH* emissions are centred at around 87 km altitude with a mean thick-
ness of 8 km, according to rocket measurements (Baker and Stair, 1988). The
balance between the rapid fall-off in ozone concentration with height and the
more frequently occurring collisional quenching by atmospheric constituents
at lower atmospheric levels is the reason why the OH* airglow layer is centred
near 87 km height.
Different vibrational states of OH* have different emission peak altitudes.

Bands originating from higher vibrational levels have higher emission peak
altitudes than bands originating from lower levels. This is, according to
the study by von Savigny et al. (2012), associated mainly with quenching
by atomic oxygen. von Savigny et al. used a collisional cascade model to
determine the effect of atomic and molecular oxygen on the dependence of
observed vibrational levels. They found that the greatest contribution came
from quenching by atomic oxygen. They explained this by the strong increase
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3.2. Chemistry of the OH* layer

of atomic oxygen concentration with increasing altitude. Hence, at higher al-
titudes, the lower vibrational levels are more strongly quenched by atomic
oxygen relative to at lower altitudes, leading to decreasing populations of the
lower vibrational states here.

Diurnal variation of OH*

The concentration of OH* in the mesopause varies according to the concen-
tration of other atmospheric species. When the sun is up, it dissociates O3
and O2 according to these reactions:

O3 −→ O2 +O O2 −→ 2O (3.19)

Thus, during daytime (or periods of midnight sun) we have high concentra-
tions of O compared to O2 and O3, and hence, from Eq. 3.12, low concentra-
tions of OH*. When the sun sets, rapid recombination of O back into O2 and
O3 starts, according to, amongst others, these reactions:

2O −→ O2 O +O2 +M −→ O3 +M (3.20)

where M is a non-reactive body (Chapman, 1931). Since O is abundant
during daytime, O3 rapidly starts forming when the sun sets. Hence, the
OH* concentration and intensity increase rapidly from about 5 degrees solar
depression angle, which corresponds to sunset at 90 km height. At some point,
the O3 production slows as O concentration decreases. As a result, the OH*
concentration and intensity decrease. Hence, OH* intensity and temperature
tend to experience a small increase just after sunset, followed by a decrease
(Patrick Espy, pers. comm., 2016). The diurnal variation of OH* has not
been investigated in this PhD thesis.

Annual variation of OH*

The number density and peak height of the OH* layer at nighttime at high lat-
itudes are directly proportional to atomic oxygen concentration (Grygalashvyly,
2015). The highest number densities and lowest altitudes of the OH* layer
are found in winter. This corresponds to downwelling of air associated with
the annual variation of the mesospheric residual circulation and thus down-
ward mixing of atomic oxygen from the ionosphere into the polar mesopause
region. Conversely, upwelling of air during summer decreases atomic oxygen
concentration and hence OH* density (Liu et al., 2008).
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3. Hydroxyl (OH*) airglow

3.2.3. Effects of energetic particle precipitation on OH*
airglow

As mentioned in Section 2.5, there is an ongoing investigation whether ener-
getic particle precipitation (EPP) may affect OH* intensity and temperature.
EPP creates odd nitrogen (NOx = NO, NO2) in the middle atmosphere,
which affects ozone chemistry (Newnham et al., 2013, and references therein).
Hence, EPP may affect the OH*. EPP produces odd nitrogen in the 80 km
to 90 km region, which reacts with atmospheric species according to these
reactions (Brasseur and Nicolet, 1973):

NO +O3 −→ NO2 +O2 (3.21)
NO2 +O −→ NO +O2 (3.22)

Net O3 +O −→ 2O2

Hence, in theory, one way EPP may affect the OH* is by reducing the
amount of O3 available in the mesopause region. Reaction 3.21 must compete
with reaction 3.12 in order to remove O3 and in this way reduce the OH*
production. However, reaction 3.21 is slower than reaction 3.12. This could,
in theory, be compensated by a higher NO production, but there is never
enough NO present in the airglow region for reaction 3.21 to equal reaction
3.12, not even during heavy geomagnetic storms.
A way EPP can affect OH* concentration is through altering concentra-

tions of O, following reaction 3.22. The equilibrium of the reactions above
shifts according to the amount of O present in the 80 km to 90 km height
region. The more O available, the greater tendency of equilibrium towards
NO, since reaction 3.22 then occurs frequently. The less O available, the
greater tendency of equilibrium towards NO2, since reaction 3.22 occurs not
so frequently. To conclude, we have less O available to form O3 and hence
OH* in the mesopause with NO present, produced by EPP (Patrick Espy,
pers. comm., 2016).

3.3. Retrieval of OH*(6-2) temperatures
OH* rotational temperature can be derived from the intensities of rotational
lines, and the intensity of each rotational line can be expressed as:

Iv′,J ′→v′′,J ′′ = Nv′,J ′Av′J ′→v′′,J ′′ (3.23)

where Nv′,J ′ is the total concentration of OH* molecules in the highest rota-
tional level and Av′J ′→v′′,J ′′ is the transition probability, or the total rate at
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3.3. Retrieval of OH*(6-2) temperatures

which radiative transitions occur between v’ and v” (Mies, 1974). A is also
called Einstein coefficient. In Paper 1 and Paper 2, we have used Einstein
coefficients from Mies (1974).
When deriving temperatures from the rotational distribution of OH*, we

assume that the OH* molecules in the mesopause are following a Boltzmann
distribution. A Boltzmann distribution gives the probability that a system
will be in a certain state as a function of that state’s energy and the tem-
perature of the system, and assumes thermodynamical equilibrium (Gibbs,
1902). Reaction 3.12 produces OH* in highly excited rotational states, such
that the initial rotational distribution is non-Boltzmann for energy states with
very short radiative lifetimes. OH* (v’ > 2) undergo on the average at least
10 collisions before emitting photons and thus have relatively long radiative
lifetime, which indicates local thermodynamical equilibrium (Sivjee, 1992).
Further discussion on this matter can be found in Paper 2. The assumption
of a Boltzmann distribution of the rotational levels in a certain vibrational
state allows us to express the total concentration of molecules in the highest
rotational level as:

Nv′,J ′ = Nv′
2(2J ′ + 1)

Qr
e
−F (J′)hc
kTrot (3.24)

where Qr, the electronic-rotational partition function for the v’ levels, is de-
fined as:

Qr =
∑
J ′

2(2J ′ + 1)e
−F (J′)hc
kTrot (3.25)

F (J ′) is the upper rotational term, Nv′ is the total number of molecules in
the system, k is the Boltzmann constant and Trot is rotational temperature
(Mies, 1974). Qr can also be expressed as:

Qr = 1 + 3e
−2Bvhc
kTrot + 5e

−6Bvhc
kTrot + ... ≈ kTrot

Bvhc
(3.26)

The approximation in Eq. 3.26 holds for sufficiently large T or small Bv and
is valid for OH* in the mesopause (Herzberg, 1950). Combining Eqs. 3.23,
3.24 and 3.26 yields:

Iv′,J ′→v′′,J ′′ = Nv′Av′,J ′→v′′,J ′′
2(2J ′ + 1)hcBv

kTrot
e
−F (J′)hc
kTrot (3.27)

In Eq. 3.27, both Nv′ and Trot are unknowns. Therefore, it is only possible
to calculate the relative line strengths, making it necessary to have at least
two lines in a rotational-vibrational band to obtain a temperature. Taking
the logarithm of Eq. 3.27 gives:
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3. Hydroxyl (OH*) airglow

Figure 3.6.: The Kjell Henriksen Observatory.

ln

(
Iv′,J ′→v′′,J ′′

2(2J ′ + 1)Av′,J ′→v′′,J ′′

)
= ln

(
Nv′hcBv

kTrot

)
− F (J ′)hc

kTrot
(3.28)

Plotting ln( I
2(2J ′+1)A) against the rotational term F(J’) should yield a straight

line when the system is in thermodynamical equilibrium and is referred to as
a Boltzmann plot. Rotational temperatures can be derived from the slope of
a linear fit to the Boltzmann plot.

3.4. Experimental
The Ebert-Fastie spectrometer, that has been providing OH* airglow spectra
in this study, is located in Longyearbyen, Svalbard. From 1983 to 2007,
the measurements were conducted at the Auroral Station in Adventdalen
(78.20◦N, 15.82◦E), about 4 km away from town. In 2007, the spectrometer
was moved to the Kjell Henriksen Observatory (KHO) (78.15◦N, 16.04◦E),
see Figure 3.6. An increasing demand for more space at the Auroral Station
led to the construction of a new and modern observatory. KHO is located
at 520m altitude, at the mountain Breinosa, approximately 15 km from the
centre of Longyearbyen. Figure A.2 in the Appendix shows the locations of
the old station relative to the KHO. For most of the year, the road to the KHO
is partly covered with snow and is only accessible with track-laying vehicle,
which makes the location remote and favourable with respect to artificial light
pollution from town, cars and snowmobiles.
In Longyearbyen, the Sun remains below the horizon for nearly four months

during winter. This allows for uninterrupted diurnal measurements of OH*
airglow around winter solstice.
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3.4.1. 1m Ebert-Fastie spectrometer
The 1m focal length Ebert-Fastie spectrometer scans the wavelength region
between 8240Å and 8705Å in first order, enveloping the P branch of the
OH*(6-2) vibrational band. Instrumental bandpass is 5Å. The instrument
scans one spectrum every 25 s. Field of view is approximately 5 degrees in the
zenith direction. The cone angle is slightly larger in the direction parallel to
the entrance slit, which results in an area of measurement of ∼9 km × 12 km
at 90 km altitude. A photo of the spectrometer together with experimental
setup are shown in Figure 3.7. Further details on the spectrometer can be
found in Sigernes et al. (2003).

a) b)

Figure 3.7.: Photo (a) and experimental setup (b) of the Ebert-Fastie
spectrometer located at the KHO, Longyearbyen. Experimental setup
sketch courtesy of Fred Sigernes, UNIS.

Measurements of OH* airglow intensities in Longyearbyen using Ebert-
Fastie spectrometers date back to the late 1970s. From 1983, intensity mea-
surements of the OH*(6-2) band have been conducted on a regular basis.
Measurements are conducted from November through February, when the
Sun is 10◦ or more below the horizon.

A number of papers on OH* airglow rotational temperatures obtained from
Ebert-Fastie spectromenters in Longyearbyen have been published in the last
three decades. The focus of research during the 1980s was mainly on sea-
sonal and diurnal variations, gravity wave interactions and sudden strato-
spheric warming events (Myrabø, 1984; Myrabø et al., 1984; Sivjee et al.,
1987; Viereck and Deehr, 1989; Walterscheid et al., 1986). The last decade,
the focus has been mostly on trends, coupling mechanisms and methods for
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3. Hydroxyl (OH*) airglow

inferring OH* peak layer heights (Dyrland et al., 2010; Dyrland and Sigernes,
2007; Mulligan et al., 2009; Sigernes et al., 2003).

3.4.2. Data analysis
As described in Section 3.3, there are two unknowns in the equation we have
for solving the rotational temperature, Trot, and it is therefore only possible
to calculate the relative strengths of the rotational lines. In this PhD project,
we have derived rotational temperatures from measured spectra with the aid
of synthetic spectra. The technique used is described as follows.
First, we made hourly averages of the measured airglow spectra. After

calculating a linear background, synthetic spectra were iterated to fit the
measured spectra. The background was found by linearly fitting an offset
value to data points at the background level in between the specific emission
lines. Furthermore, all hourly spectra were passed through a procedure for
classifying them as “good” or “poor”. The selection criteria for “good” spectra
were based on experience and consistency for the whole dataset and are listed
in Paper 2. Spectra were classified as “poor” e.g. when the background level
was high, due to scattering of moonlight or artificial light from clouds, or when
we had contamination by the auroral line OI 8446 Å, which is located close
to the P2(4) line. We derived temperatures from the slope of a linear fit to a
Boltzmann plot using P1(2), P1(3), P1(4) and P1(5) rotational line intensities
of the OH*(6-2) vibrational band. These particular P1 lines were chosen since
rotational lines originating from states higher than J’=5 may not be in local
thermodynamical equilibrium (Pendleton et al., 1993). The corresponding
P2 lines (P2(3), P2(4) and P2(5)) were ensured to follow the same fit, even
though they were not used for the temperature retrieval. If the P2 fit is
not close to the P1 fit, the local thermal equilibrium assumption fails. We
performed the sorting of data and calculation of rotational temperatures using
the IDL program Spekkis and the Delphi program SyntheticOH (Sigernes et
al., 2003). Figure 3.8 shows an hourly averaged spectrum of OH*(6-2) with a
corresponding Boltzmann plot, handled in SyntheticOH. Further explanations
on the temperature retrieval method can be found in Paper 1 and Paper 2.

3.4.3. Uncertainties and limitations of OH* rotational
temperature measurements

It is important to have in mind that a change in derived OH* temperature
may be due to either a temperature change within the height distribution
of OH*(6-2), a change in the height distribution itself, or a combination of
both. We have discussed this matter in Paper 2, but the discussion will be
repeated here. Ground-based instruments like the Ebert-Fastie spectrometer
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measure the column-integrated emission rate contributed from the whole layer
and lack height information. The fundamental study by Baker and Stair
(1988) revealed that the mean altitude for the OH* emission layer peak height
is around 87 km and that the mean emission layer thickness is about 8 km.
However, several studies have addressed that the peak height of OH* emissions
appears to vary with both season, local time, dynamical conditions and solar
forcing (Dyrland et al., 2010; Liu and Shepherd, 2006; Shepherd et al., 2005;
Yee et al., 1997). Also, OH* emissions originating from different vibrational
bands peak at slightly different altitudes (von Savigny et al., 2012).
One option is to model the peak emission altitude, using OH* band in-

tensities (integrated emission rates) measured by spectrometer and altitude
profiles of OH* emission rates retrieved from satellite, as proposed by Mulli-
gan et al. (2009). Mulligan et al. investigated peak emission altitude of the
OH* layer over Svalbard using data from SABER (Sounding of the Atmo-
sphere using Broadband Emission Radiometry) on board the TIMED (Ther-
mosphere Ionosphere Mesosphere Energetics and Dynamics) satellite for parts
of the 2003/2004 winter season. They found an inverse relationship between
OH* peak altitude and emission rate, and provided a method for inferring
peak altitude of the OH* emission layer using OH* integrated emission rates
measured by spectrometer.
Thus, in theory, it is possible to acquire information about the altitude

of the OH* layer and OH* temperatures simultaneously. However, TIMED
was launched in December 2001, almost two decades after the beginning of
the Longyearbyen OH* airglow temperature record. Also, SABER is in its
southward-looking mode from mid-November to mid-January. In this period,
which coincides with a large part of the OH* airglow measuring season, it is
not covering the latitude at which Longyearbyen is located. We have not used
Mulligan et al.’s method for modelling the peak emission altitude of the OH*
layer in this PhD project.
Studies have shown that absolute values of derived OH* airglow tempera-

tures may vary, depending on the choice of rotational transition probabilities
and on the vibrational level of the transition’s upper state (Cosby and Slanger,
2007; Noll et al., 2015; Turnbull and Lowe, 1989). However, studying OH*
airglow temperatures on a long time scale, for instance by assessing long-term
trends, and by looking at only one vibrational band, as is done in Paper 2,
these matters are of less concern and have not been further elaborated in this
PhD thesis.
Another limitation of the OH* airglow measurements is that the measure-

ments are only conducted during night time/polar night. Also, spectra can
be contaminated by aurora and scattering of moonlight or artificial light by
clouds.
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3. Hydroxyl (OH*) airglow

a) Spectrum of OH*(6-2), obtained by the 1m Ebert-Fastie spec-
trometer on 15 December 2015 over Longyearbyen. Rotational lines
from the P branch are denoted, as well as the OI 8446Å auroral
line, which contaminates the spectrum.

b) Boltzmann plot corresponding to the spectrum in a). Blue
squares denote P1 line intensities, while green triangles denote P2.

Figure 3.8.
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4. Atmospheric measurements
using radar

While Chapter 3 described how we can retrieve temperatures from hydroxyl
airglow, this chapter treats methods for retrieving atmospheric parameters
using radar. In Section 4.1, the theory behind deriving temperature using
meteor radar is presented, as well as a description of the instrumentation.
The theory behind the derivation of turbopause height from turbulent energy
dissipation rates using medium-frequency radar is presented in Section 4.2.

4.1. Mesopause temperatures derived from
meteor echo fading times

4.1.1. From meteoroid to meteor echoes
A meteoroid is a small solid object (10µm to 1m) which travels in outer space
(Rubin and Grossman, 2010). Some meteoroids enter Earth’s atmosphere,
where they are slowed down by friction with atmospheric gas molecules. The
object is now called a meteor. The kinetic energy is converted into heat, and,
entering the MLT region, this heat is sufficient to sublime and ionise the atoms
and molecules at the surface of the meteor. The loss of mass from the surface
of the meteor by sublimation is called ablation. The surrounding atmospheric
gas is ionised as well. Most meteors are destroyed in the MLT region, due to
ablation and to fragmentation because of the increasing aerodynamic pressure.
Meteor ablation results in a plasma trail that expands radially. This is due

to ambipolar diffusion, which will be explained in the following section. Radio
waves, sent from radars located at the ground, are scattered by the plasma
trail. The scattering is divided into two categories, depending on whether the
number of electrons produced per meter of path length is smaller or greater
than a certain critical value. This corresponds to the plasma frequency being
smaller or larger than the radar frequency. If smaller, the meteor trail is
underdense, which means that the radio wave penetrates the plasma column
freely, and each electron acts as an individual scattering source. If greater,
the meteor trail is overdense, which means that the radio wave is reflected
from the surface layer of the trail. It is the underdense echoes that are used
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when deriving temperatures from meteor radars. If the trail is underdense,
the echo received by the radar decays exponentially with a time constant,
determined by the ambipolar diffusion coefficient and the wavelength of the
radio wave (McKinley, 1961).

4.1.2. Ambipolar diffusion
Derivation of temperatures from meteor radar is based on the principle of
ambipolar diffusion. The effect of ambipolar diffusion occurs in as ionised gas
consisting of electrons and ions, as they move out in an electrically neutral
cloud (McKinley, 1961). A meteor trail is an example of such an ionised
gas. In a meteor plasma trail, electrons and ions move outwards with their
respective thermal velocities. Due to their high temperature and low mass,
the electrons’ thermal velocities are higher than those of the ions. As the
electrons move, they will leave behind the slower ions and a positive charge
density, and an electric field will appear. The electric field will act on the
charged species, slowing the more mobile electrons and accelerating the less
mobile ions. When the diffusion flux of the positive charges equals that of
the negative charges, the electrical current is zero, and we have ambipolar
diffusion. The ambipolar diffusion coefficient is a measure of how fast the
diffusion process is.

4.1.3. Retrieval of neutral temperatures from meteor radar
Assuming that ambipolar diffusion is the sole agent responsible for the de-
crease of electron density in a meteor trail, the backscattered radio wave
amplitude from an underdense trail decreases exponentially with time, t, as

A(t) = A0e
−t
τ (4.1)

where A0 is the wave amplitude at t = 0, typically at the time when expo-
nential decay begins. τ is the measured echo decay time, which is the time it
takes for the amplitude to fall to e−1 of its maximum value, expressed as:

τ = λ2

16π2Da
(4.2)

where λ is the radar wavelength and Da is the ambipolar diffusion coefficient
(Jones, 1975). The assumption that ambipolar diffusion alone determines the
rate of decay of echoes is valid for the altitude range 85 km to 95 km, as shown
by e.g. Jones (1975), Hall et al. (2005), Ballinger et al. (2008) and discussed
in Paper 4.

The Einstein diffusion relation states that for a collection of ions in a neutral
gas, diffusion is related to ambient temperature and mobility of the ions:
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Di = kBTiK

e
(4.3)

where Di is the ionic diffusion coefficient, kB is Boltzmann constant, Ti is ion
temperature and e is elementary charge. K is the zero-field mobility factor of
the ions, which is the ions’ ability to move through the gas in response to an
electric field. We may write the ion mobility in terms of a “reduced mobility”,
K0, by correcting K to standard gas density. K0 at standard temperature and
pressure is defined by the equation (Cervera and Reid, 2000; McDaniel and
Mason, 1973):

K = 1.013× 105

p

T

273.16K0 (4.4)

Usually, a value forK0 between 1.9× 10−4 m2 s−1 V−1 and 2.9× 10−4 m2 s−1 V−1

is chosen, depending on what ion one assumes to be the main ion of the trail
(Hocking et al., 1997).
The ambipolar diffusion coefficient is, in the case of a negligible magnetic

field, expressed as:

Da ' Di

(
1 + Te

Ti

)
= 2Di (4.5)

where Te is electron temperature (Kaiser, 1953). Eq. 4.5 is valid for electrons
and ions in thermal equilibrium in a meteor trail. Combining Eqs. 4.3, 4.4
and 4.5 gives the following relation between Da, T and P :

Da = 6.39× 10−2T
2

p
K0 (4.6)

Solving for T gives:

T =
√√√√ Dap

6.39× 10−2K0
(4.7)

The temperature estimate thus depends on Da, which we obtain from the
meteor decay time, τ (Eq. 4.2), pressure p and mobility factor K0. Mea-
surements of atmospheric pressure are difficult to obtain at 90 km height. In
this PhD work, pressure values have been derived from atmospheric densities
obtained from falling sphere measurements appropriate for 70◦N, combining
those of Lübken and von Zahn (1991) and Lübken (1999). In Paper 4, a value
of 2.4× 10−4 m2 s−1 V−1 was chosen forK0, following Cervera and Reid (2000)
and Holdsworth et al. (2006). Variations of K0 have been further elaborated
in Paper 4.
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4.1.4. Nippon/Norway Tromsø Meteor Radar
The Nippon/Norway Tromsø Meteor Radar (NTMR) is located at Ramfjord-
moen research station (69.58◦N, 19.22◦E), approximately 13 km from Tromsø,
Norway. Figure A.3 in the Appendix shows the location of Ramfjordmoen rel-
ative to Tromsø. Most ground-based observations of the upper atmosphere
from mainland Norway are conducted here. The NTMR was installed in
November 2003 and is jointly operated by Tromsø Geophysical Observatory,
which is a part of The University of Tromsø - The Arctic University of Nor-
way, and National Institute for Polar Research, Japan. The meteor radar is
operating at 30.25MHz, and transmitting power is 7.5 kW (peak). It consists
of one transmitter and five receiver antennas. All antennas are 3-element
crossed Yagis. Field of view is approximately 70◦ off zenith. Figure 4.1 shows
an image of one of the antennas, as well as the configuration of the antennas.
The NTMR detects decay times of echoes from ionised meteor trails in

the MLT region. The decay times can be used to derive ambipolar diffusion
coefficients, Da, using Eq. 4.2, which again can be used to arrive at neutral
temperatures in the height region ∼85 km to ∼95 km, using Eq. 4.7. Echoes
are detected from a region within a radius of approximately 100 km (horizontal
space), and around 10000 echoes are typically detected per day. The height
and range resolution are both 1 km when looking at altitudes around the peak
occurrence height of 90 km.
Publications of data retrieved from the NTMR during the last decade have

treated temperatures and diffusivities (e.g. Hall et al., 2006, 2005b), winds
(e.g. Hall et al., 2005a), as well as dynamics and dynamic changes in the MLT
region (Hall and Tsutsumi, 2013; Kurihara et al., 2010).

4.1.5. Limitations and advantages of using a meteor radar
for acquiring mesopause temperatures

A great advantage of the NTMR is that it is operated 24 hours a day, all
year round, and that it conducts measurements regardless of cloud cover.
The radar detects 200–600 echoes per hour at the peak occurrence height (90
km). The total number of detected meteor echoes results in sufficiently good
statistics to allow for a 30min temporal resolution. Another advantage is
that the operational frequency of the radar is such that a simple time of flight
estimation can be utilised to obtain the altitude of the meteor trails. From
this we get the distance between the meteor echo and the radar, and hence
we obtain the altitude of the meteor trails. This is contrary to e.g. airglow
measurements, which yield temperature from the entire vertical column of the
emitting airglow layer.
Using the NTMR for obtaining mesopause temperatures is advantageous,
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a) One of the six identical antennas which con-
stitute the Nippon/Norway Tromsø Meteor Radar.
Image credit: Chris Hall.
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Rx3Rx5

Rx4

24.8 m (2.5λ)
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b) Sketch of the antenna configuration. Tx de-
notes the transmitting antenna, Rx1–5 denote the
receiving antennas.

Figure 4.1.
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due to that the detected meteor echoes are more evenly distributed, both spa-
tially and temporally, compared to echoes detected at a low-latitude station.
Meteor and planetary orbits are roughly coplanar, which means that they are
on the same geometric plane. This results in that at high latitudes, many
meteors traverse the field of view, contrary to at low latitudes, where there is
a tendency of dawn head-on arrival of meteors.
We have thoroughly discussed the limitations of the meteor radar in Paper

4. In summary, the drawbacks for retrieving neutral temperatures are mostly
associated with uncertainties in values chosen for pressure and the mobility
factor. Using ambipolar diffusion coefficients derived from meteor radar mea-
surements to calculate neutral atmospheric temperatures requires pressure
values from the corresponding altitude. Measurements of pressure are rare at
90 km height, and often one has to rely on pressure values from models.
There is a possibility that Da derived from the NTMR can be affected

by modified electron mobility during auroral particle precipitation. In Paper
4, unrealistic enhancements of Da due to particle precipitation were briefly
investigated. Investigations concluded that approximately 5% of hourly Da

values were unrealistic and hence rejected from further analysis.
The meteor radar is suitable for estimating neutral temperatures at around

90 km altitude. Above ∼95 km, gradient-drift Farley-Buneman instability
may cause measured fading times higher than expected from ambipolar diffu-
sion alone, leading to an underestimation of derived ambipolar diffusion coef-
ficients (Ballinger et al., 2008; Dyrud et al., 2001; Kovalev et al., 2008). Below
∼85 km, higher diffusivity than expected according to theory may be encoun-
tered, due to reasons not fully understood (Hall et al., 2005b). Younger et al.
(2014) attribute the higher diffusivity in the lower parts of the meteor region
to chemically-induced neutralisation of underdense meteor plasma, initiated
by three-body attachment of positive meteoric ions to neutral atmospheric
molecules.

4.2. Turbopause height derived from turbulent
energy dissipation rates

4.2.1. Turbulent energy dissipation rates
Measurements of turbopause altitude are difficult to conduct, mainly because
direct measurements of small-scale fluctuations in neutral density, tempera-
ture and motion at around 100 km height are virtually impossible (Hall et al.,
2008). One way of locating the turbopause is by estimating turbulent energy
dissipation rates, ε, which are rates at which turbulent kinetic energy is con-
verted into thermal internal energy, as explained in Section 2.4. ε is derived
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from the conservation equation for turbulent kinetic energy.
From the fading times, or decay times, of backscattered signals received by

a medium-frequency (MF) radar, we can obtain a measure of the intensity
of turbulence (Hocking, 1983). The turbulent kinetic energy of the air may
be represented by v′2, which is the variance of wind velocity fluctuations, v′,
relative to the background wind, v. The relation between v′ and radar echo
fading times can be expressed as:

v′ = λ
√
ln2

4πτc
(4.8)

where λ is the radar wavelength and τc is the characteristic fading time of the
signal (Briggs, 1980). The rate of dissipation of the turbulent kinetic energy
is obtained by dividing by a characteristic time scale, since

velocity variance ≈ kinetic energy per unit mass
energy dissipation rate ≈ (kinetic energy per unit mass) per unit time

The Brunt-Väisälä period, TB = 2π/ωB, where ωB is the Brunt-Väisälä
frequency, is proposed as a characteristic time scale. Since non-turbulent
dynamics also can affect the signal fading times (will be further elaborated
in Section 4.2.3), the estimates of turbulent energy dissipation rates obtained
from radar measurements must be regarded as maximum values, or upper
limits for turbulent energy dissipation present in the atmosphere (Hall, 2001).
We therefore designate the estimates of turbulent energy dissipation rates
obtained from radar εmax. εmax may be expressed as:

εmax = 0.8v′2ωB

2π (4.9)

The factor 0.8 comes from an average of gravity waves over all directions in
three dimensions (Weinstock, 1978).
The minimum energy dissipation rate, εmin, present in the atmosphere, due

to viscosity, is given by:

εmin = ω2
Bν

β
(4.10)

where ν is kinematic viscosity and β ≡ Rf/(1 − Rf ) is the mixing or flux
coefficient, related to the flux Richardson number, Rf . β lies between 0.2 and
1 (Hocking, 1987) and varies according to the assumed dominant turbulence
scale. A large β is proposed for very large eddies. In Paper 3, a value of 0.3
has been chosen for β. This is in accordance with e.g. Fukao et al. (1994),
who assume that the dominant turbulence scale is slightly smaller than the
buoyancy scale.
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Figure 4.2.: Schematic presentation of the definition of the turbopause used in this
PhD work. From: Hall (2001).

εmax includes energy dissipation from all processes. In order to isolate those
not related to viscosity, we end up with this expression for the turbulent energy
dissipation rate, ε:

ε = εmax − εmin (4.11)

The height of the turbopause is identified as the altitude where ε = εmin,
which is where the energy dissipation rate corresponds to only molecular
diffusion. See Figure 4.2 for an illustration.

4.2.2. Medium-frequency (MF) radar
The MF radar system at Ramfjordmoen became operational in 1975, as the
first instrument of the research station. The radar is a collaboration between
The University of Tromsø - The Arctic University of Norway, Nagoya Univer-
sity (Japan) and University of Saskatchewan (Canada). The purpose of the
radar is to monitor winds and turbulence between 60 km and 120 km height.
The radar is operating at 2.78MHz, and transmitter power is 50 kW (peak).
Transmission is performed through a 4 × 4 crossed dipole array, while re-
ception is performed on three inverted V antennas arranged in an equilateral
triangle. Height and time resolutions are 3 km and 5min, respectively. Figure
4.3 shows an image of parts of the antenna system and the configuration of
the antennas. Further details on the radar can be found in Hall (2001) and
in Paper 3.

The principle behind the radar is that it illuminates irregularities in electron
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4.2. Turbopause height derived from turbulent energy dissipation rates

a) Parts of the MF antenna system lo-
cated at Ramfjordmoen research station,
Tromsø. Image credit: Tromsø Geophysi-
cal Observatory.
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b) Configuration of the antennas. Trans-
mission is performed through a 4 × 4 crossed
dipole array, while reception is performed on
three inverted V antennas.

Figure 4.3.
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density, and backscatter from these structures forms a moving diffraction
pattern at the ground, which is recorded by spaced antennas. The radar beam
propagates vertically, surviving repeated partial reflections until being totally
reflected by the high electron densities in the E region of the ionosphere.
The reflected structures are moved by the background wind and perturbed
by shorter timescale dynamics. Cross-correlations between signals received at
the different antennas yield horizontal wind vector, typically between 50 km
and 100 km height. Autocorrelations yield characteristic fading times of the
echoes, which can be interpreted as turbulent intensity (Hall et al., 2008).
From the echo fading times, we may derive wind velocity fluctuations of the

air, v′ (Eq. 4.8). Furthermore, we get estimates of εmax and therefore ε from
v′2 (Eqs. 4.9 and 4.11). Neutral atmosphere temperature (in the calculation
of the Brunt-Väisälä frequency) and density (in the calculation of kinematic
viscosity) are obtained from the NRLMSISE-00 Atmosphere Model (Picone
et al., 2002).
Results from measurements obtained from the Tromsø MF radar have been

widely published over a period of four decades. During the 1970s and early
1980s, research was mostly focused on investigations of electron density (e.g.
Brekke et al., 1985; Hargreaves and Brekke, 1981), while investigations of
winds were initialised in the early 1990s (e.g. Manson and Meek, 1991; Manson
et al., 1992; Singer et al., 1994). Dynamical features like tides, GWs and PWs
were investigated during the 1990s and 2000s (e.g. Forbes et al., 1994; Luo
et al., 2002; Manson et al., 1999, 1990a,b). Eddy velocities estimated from
characteristic fading times were estimated as early as 1978 (Schlegel et al.,
1978), but it was not until the late 1990s that the estimation of turbulent
intensities was continued and turbopause height was investigated (e.g. Hall
et al., 2007, 1998a,b, 2008).

4.2.3. Instrument limitations and advantages
The Tromsø MF radar offers a height resolution of 3 km, meaning that it can-
not be used to obtain detailed information about turbulent structure. The
advantage of the radar is that it is able to examine gross features of turbu-
lence in an altitude region which is inaccessible to other, higher-resolution
techniques. Field of view is 15◦ off zenith, which means that the MF radar
covers a smaller volume compared to e.g. the meteor radar, which estimates
wind over a larger area. A smaller field of view indicates less interference
of horizontal motions, e.g. GWs, which can shorten fading times (Hocking,
1983, 1985).
A drawback of using an MF radar to estimate turbulent energy dissipation

rates is that the derived rates seem to be estimates of the upper limit for where
turbulent kinetic energy is dissipated, due to an overestimation of fading
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4.2. Turbopause height derived from turbulent energy dissipation rates

rates (Hocking, 1983). A radio wave is refracted slightly when it encounters
small changes in the atmospheric conditions, e.g. changes in temperature,
pressure, humidity or electron density irregularities. The radio wave will be
more delayed the higher up into the ionosphere it goes, as electron density
increases through the D region and lower E region, especially during heavy
particle precipitation events. Thus, on occasion, we assume that the echo
comes from a higher altitude than it actually does. As a consequence of this,
the turbopause height estimated from turbulent energy dissipation rates from
MF radar may be underestimated.
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5. Main results
This chapter contains the main findings from Papers 1–4. Results from re-
search conducted in this PhD work can be divided into two main categories:
seasonal variability of mesopause region temperatures and trends of temper-
atures and turbopause height. In the following sections, we discuss and com-
pare the results from the two locations – Tromsø and Longyearbyen – with
results from other locations. Finally, we reflect briefly on the limitations of
the work done in this PhD thesis.

5.1. Seasonal variability of polar mesopause
region temperatures

5.1.1. OH*(6-2) airglow temperatures from Longyearbyen
We examined winter season variations of temperatures derived from OH*(6-
2) airglow above Longyearbyen by performing a superposed epoch analysis of
the temperatures (Paper 1 ). A superposed epoch analysis involves sorting all
daily temperatures by day of year and then computing the means of all days
of the year. In this way, a climatology is obtained. A 5-day running mean was
applied in order to arrive at a winter climatology for the Longyearbyen OH*(6-
2) dataset (Figure 4, Paper 1 ). We identified local temperature maxima
in mid-January and mid-February, as well as a minimum in the transition
between December and January.

5.1.2. Meteor radar temperatures from 90 km height over
Tromsø

We applied Lomb-Scargle periodogram analysis to the daily temperatures
from 90 km height obtained from the NTMR to identify periodic oscillations
in the dataset (Paper 4 ). A Lomb-Scargle periodogram analysis is a method
used for estimating a frequency spectrum based on a least-squares fit of si-
nusoids to a dataset and is a powerful way to find periodic signals. It is
a modified discrete Fourier transform algorithm, and, contrary to discrete
Fourier transform, suitable for unevenly spaced data (Lomb, 1976; Scargle,
1982). We found a number of statistically significant (>95%) oscillations
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with time scales ranging from 9 days to a year. The annual, semi-annual,
ter-annual and quatra-annual oscillations were particularly pronounced.
We superposed daily temperatures by day of year and applied a least-

squares fit, using periodic components found in the Lomb-Scargle analysis
(see Figure 7, Paper 4 ). The seasonal variation showed higher temperatures
and variability during winter compared to summer. We also found local tem-
perature enhancements, or reduction of the strong seasonal negative gradient,
just after spring equinox and summer solstice.
Temperature variability and seasonal variation may, to a large extent, be

explained by the large-scale circulation in the middle atmosphere and corre-
sponding wave activity. Higher temperature variability in winter is due to the
presence of upward-propagating PWs during this season, in contrast to sum-
mer, when westward winds are blocking vertical propagation of long-period
PWs into the MLT region. The particularly high variability in January and
February is probably related to the occurrence of SSW events, which are more
abundant at that time of year. Temperature increase after spring equinox,
as seen in the seasonal variation, is related to the final breakdown of the po-
lar vortex, as suggested by Shepherd et al. (2002). The local temperature
increase during summer is most likely due to a combined effect of upward-
propagating GWs and interhemispheric propagation of PWs, as found by e.g.
Stray et al. (2014) and Hoffmann et al. (2010). The seasonal variation also
showed a local temperature minimum around day 340, which we at this point
lack physical explanations for.

5.1.3. Similarities/differences between Longyearbyen and
Tromsø and comparison with other locations

The two datasets are not directly comparable, since the temperature retrieval
methods are different. Also, the Longyearbyen time series contains only tem-
peratures from November through February, while the Tromsø record is from
all year round. As a consequence of this, we will not perform a thorough
comparison between the two datasets. Nevertheless, a brief comparison of
temperature variation during winter reveals some differences between the two
datasets. While the Longyearbyen dataset shows a temperature minimum in
the transition between December and January, the Tromsø dataset shows a
local minimum around day number 340, corresponding to the beginning of
December. Also, the pattern of higher variability in January and February
in Tromsø temperatures is not apparent in the Longyearbyen dataset. The
Longyearbyen dataset displays high variability throughout the winter.
The periodic components found in the NTMR temperature dataset have

also been identified in datasets from other mid-latitude and high-latitude
sites, e.g. Espy and Stegman (2002) (OH*(3-1) temperatures from Stock-
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holm, 59.5◦N), French and Burns (2004) (OH*(6-2) temperatures from Davis,
Antarctica, 68.6◦S) and Bittner et al. (2000) (OH*(3-1) temperatures from
Wuppertal, 51◦N). Bittner et al. (2000) and French and Burns (2004) also
found additional sub-annual periodic oscillations, as well as other shorter-
period components, in their datasets.
The local temperature minumum around day 340, found in the NTMR

dataset, is found neither in the Stockholm nor the Davis temperatures. The
Stockholm temperatures experience a minimum during the first days of the
year (Figure 3, Espy and Stegman (2002)), more similar to the Longyearbyen
OH*(6-2) dataset. Temperatures from Davis show a local decrease in July–
August, corresponding to Northern Hemisphere January–February, which is
completely different behaviour compared to our results.
It is difficult to conclude on what the reasons for different seasonal variabil-

ity between the datasets are. The datasets may experience different seasonal
variation due to that the locations may be influenced by different orographic
and meteorological conditions, which again may influence the forcing from
waves propagating from below.

5.2. Polar mesopause trends
5.2.1. OH*(6-2) airglow temperatures from Longyearbyen
We updated the OH* airglow temperature record from Longyearbyen with
data from the winter seasons 2005/2006 to 2012/2013 (Paper 1, Paper 2 )
using the approach described in Section 3.4.
We subtracted the winter climatology, described in Paper 1 and sum-

marised in Section 5.1.1, from daily OH* temperatures to obtain residual
temperatures. A multivariate regression fit was applied to the residuals to
detect a long-term trend coupled with solar response. Solar response was
investigated by looking into three different measures of solar variation: the
F10.7 cm solar radio flux, the sunspot number and total solar irradiance. The
highest correlation was achieved between OH* temperatures and total solar
irradiance, but only slightly higher than for the other two. Due to that the
F10.7 cm solar radio flux is the most commonly used measure of solar vari-
ability and the result therefore is easier to compare with other studies, the
solar response coefficient was estimated using F10.7. We estimated the solar
response coefficient, from the regression, to be (3.6± 4.0)K/100 SFU, and
the trend from 1983 to 2013 was estimated to (−0.2± 0.5)Kdecade−1 (Paper
2 ). The magnitude of the solar response coefficient is on the same level as
results obtained from other mid-latitude and high-latitude sites (French and
Klekociuk, 2011; Offermann et al., 2010; She and Krueger, 2004).
Also, we investigated monthly trends (Paper 2 ). All winter months showed
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a positive trend, except for December. However, uncertainties are high, imply-
ing that the results from the monthly trend analysis are difficult to interpret.

5.2.2. Meteor radar temperatures from 90 km height over
Tromsø

Before estimating a trend, we calibrated NTMR daily temperatures with re-
spect to temperatures measured by the Microwave Limb Sounder on board
the EOS (Earth Observing System) Aura spacecraft (Paper 4 ). This was nec-
essary due to that ambipolar diffusion coefficients derived from meteor radar
depend on both ambient atmospheric temperature and pressure. Due to lack
of pressure measurements, we used pressure estimates obtained from falling
spheres during the 1990s, appropriate for 70◦N (Lübken, 1999; Lübken and
von Zahn, 1991) in the temperature calculation.
We estimated the NTMR temperature trend from the approximation to the

least-squares, composite fit of the sinusoids corresponding to periodic oscilla-
tions identified in the dataset. Temperature response to solar variability was
not analysed, due to that the length of the time series was shorter than the cor-
responding solar cycle. We estimated an overall trend of (−2.2± 1.0)Kdecade−1

from 2003 to 2014, while summer and winter trends were estimated to
(−0.3± 3.1)Kdecade−1 and (−11.6± 4.1)Kdecade−1, respectively (Paper 4 ).
Only the winter trend was considered significantly non-zero and detectable,
following criteria in Weatherhead et al. (1998) and Tiao et al. (1990).
The most accepted theory behind a cooling of the middle atmosphere in-

volves increased greenhouse gas emissions, but this matter still remains un-
solved. The lack of response in the mesopause region compared to e.g. the
stratosphere is, according to Schmidt et al. (2006), explained by changes in
dynamics. Some dynamical processes contribute to a warming which coun-
teracts the cooling expected from greenhouse gas emissions.
A less cooling trend in summer compared to winter may be explained by

an increase in CO2 radiative forcing, leading to a larger heat exchange from
underlying layers, as the summer mesopause is considerably colder than the
relatively warm layers below. Thus, we get a stronger equator-to-pole temper-
ature gradient and stronger mid-latitude tropospheric westerlies. The result
is a weakening of the GW drag on the MLT region and decreased adiabatic
cooling (Fomichev et al., 2007; Schmidt et al., 2006). The net effect is a
stronger cooling of the middle atmosphere in winter compared to summer,
consistent with our results.
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5.2.3. Similarities/differences between Longyearbyen and
Tromsø and comparison with other locations

Due to that airglow intensities over Longyearbyen are only measured during
winter, we can only compare winter trends from the two locations. The win-
ter temperature trend for Tromsø is considerably more negative than the
Longyearbyen trend. Other studies on long-term mesopause temperature
trends from mid-latitude and high-latitude sites report mostly negative or
near-zero trends (e.g. French and Klekociuk, 2011; Offermann et al., 2010).
This is in line with the Longyearbyen OH*(6-2) winter trend, and the summer
and overall trend of the Tromsø temperatures.
Beig (2011) states that there has been a shift in long-term trend assess-

ments during the last decade from near-zero trends to negative trends. The
author emphasises that a trend analysis is a snapshot of the time period cov-
ered, and that one of the reasons why different trend results vary is that the
measurement periods differ. Hence, the different time spans may be one rea-
son why the Tromsø winter temperature trend is significantly more negative
than the Longyearbyen trend.
Other reasons for the deviating results can be that we compare temper-

atures obtained using different methods. The NTMR temperatures are ob-
tained from 90 km geometric altitude, while the spectrometer, providing the
OH*(6-2) temperatures, measures the column-integrated emission rate con-
tributed from the whole airglow layer. Also, we used slightly different defini-
tions of “winter” in the two trend assessments.

5.2.4. Turbopause height over Tromsø and comparison
with other locations

We derived turbopause altitude estimates from turbulent energy dissipation
rates obtained from the MF radar in Tromsø and investigated trend in alti-
tudes. The height of the turbopause is located roughly around 100 km during
summer and around 105 km in winter. We found an increasing height dur-
ing the time period from 2001 until 2015 in summer, (1.6± 0.3) kmdecade−1,
while in winter turbopause height did not change significantly (Paper 3 ). We
investigated the response of the change in turbopause heights to changing
temperature (Paper 4 ), but changing temperature did not alter trends signif-
icantly, irrespective of season.
Paper 3 also treats turbopause height over Saskatoon, Canada (52◦N,

107◦W). Results show that turbopause height over Saskatoon does not change
significantly over the time period from 1999 to 2014, regardless of season. We
will not discuss the results from Saskatoon further in this PhD thesis. Other
turbopause height trend studies that cover the same time period are few.
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Oliver et al. (2014) analyse incoherent scatter radar measurements of iono-
spheric temperature and density above Millstone Hill (42.6◦N, 71.5◦W) over
the years 1976 to 2013. They find a long-term atomic oxygen density increase
at 120 km height and suggest that a descent in turbopause height can explain
the increase. By visual examination (Oliver et al., 2014, Figure 6, bottom
panel), a decrease in atomic oxygen density is evident from 2001 onwards.
Following the suggestion of Oliver at al., this corresponds with an increase of
turbopause height, which is in accordance with our results.
The exact mechanisms behind an increasing turbopause height during sum-

mer are not fully agreed upon, but possible explanations may include changes
in dynamics. Hoffmann et al. (2011) found an increasing trend of mesospheric
GWs at a midlatitude station during summer over the last two decades. One
theory is that a trend in GW activity may influence the turbopause height
trend.

5.3. Critical assessment of own work
5.3.1. Paper 1
In addition to the results summarised in Section 5.1.1, we presented daily tem-
peratures retrieved from OH*(6-2) together with 10 hPa stratospheric reanal-
ysis temperatures provided through the Modern-Era Retrospective-analysis
for Research and Applications (MERRA) project (Rienecker et al., 2011) (see
Figure 2, Paper 1 ). The original idea of including MERRA temperatures in
the plot was to investigate the hypothesis of whether SSWs are preceded by a
decrease in OH* temperatures, as reported in literature (e.g. Hoffmann et al.,
2007; Walterscheid et al., 2000). However, by looking at measurements from
only one station, at one height, we do not get the whole picture. From the
plot it is hard to find clear signatures of mesospheric cooling preceding SSWs.
This is, however, not equivalent to that the polar mesosphere did not cool.
The cooling could have been confined to a region further down in the meso-
sphere. Also, SSWs may affect the mesospheric circulation with a longitudinal
and latitudinal dependence (e.g. Hoffmann et al., 2007). Longyearbyen may
have been located outside of the affected sector for some of the SSW events.
In Paper 1, we did not elaborate further on this topic. The reason for this is
that in order to investigate this particular hypothesis, it is necessary to look
at more data than we did, e.g. temperature and wind measurements from
additional stations and at different heights.
For some reason, no attempts were made to explain the seasonal variation

found in the dataset, other than stating that the temperature minimum, no-
ticeable in the transition between December and January, is consistent with
previous investigations of the dataset (Myrabø, 1986). Myrabø (1986) ex-
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plained the temperature minimum in terms of changes in the GW activity
and in the circulation, temperature and transport in the underlying atmo-
sphere. Myrabø analysed four seasons of hydroxyl airglow temperatures from
Longyearbyen and observed the temperature minimum regardless of SSW oc-
currence.

5.3.2. Paper 2
The uncertainties of the results obtained are large, for both the solar response
coefficient and the trend. In Paper 4, we applied criteria from Weatherhead
et al. (1998) and Tiao et al. (1990) in order to determine if the trend we
found could be considered detectable and significantly non-zero. We did not
perform the same procedure in Paper 2. Following the criteria, the Longyear-
byen OH*(6-2) airglow temperature trend cannot be considered neither signif-
icantly non-zero nor detectable. In fact, according to the formulation (Weath-
erhead et al., 1998, Eq. 3) the number of years required for a detectable trend
is 180. The small magnitude of the trend and the large standard deviation of
the time series explain why this number is so large.
Weatherhead et al. (1998) stress the importance of accounting for level

shifts in the data, caused when e.g. instrument location changes, or when
an instrument is modified. The Ebert-Fastie spectrometer was moved from
the Auroral Station in Adventdalen to the Kjell Henriksen Observatory in
2007, and it has gone through upgrades including changing counter cards,
high voltage supplies, pulse amplifier/discriminator, photomultiplier tube and
cooler. Even though upgrades are inevitable for a spectrometer operating
over a time period of more than 30 years, such operations will affect the
performance of the instrument. Ignoring them can result in artificial trends
in the data not representative for the actual temperature change. Often one
does not know the magnitude of such level shifts, but knowing the time for
the occurring level shifts enables us to account for them. Level shifts result
in increased variance, and hence a lengthening of the time required for a
detectable trend. Level shifts were not accounted for in Paper 2, and we do
not know the effects of level shifts on the trend.
The number of observing days, which are days where we have minimum

three hours of “good” data, varies a lot from one season to another. One
anonymous referee suggested to perform a so-called bootstrap analysis, using
randomised data points. The principle behind a bootstrap analysis is to select
the same number of data points from each season, repeat the randomisation
many times and then plot the distribution of the means or medians per season.
We did not perform this procedure in the trend analysis. However, it would
be useful to do this and check if it would change the statistics and conclusions
significantly.
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Using temperatures obtained from airglow intensities results in a masking
of certain atmospheric conditions. For instance will spectra obtained during
periods of strong aurora or thick tropospheric cloud cover be classified as
“poor” and filtered out of the dataset. Avoiding this is not possible when using
airglow temperatures, but one option is to compare the airglow temperatures
with e.g. temperatures obtained from the Nippon/Norway Svalbard Meteor
Radar located in Adventdalen.

5.3.3. Paper 3
The increasing turbopause height during summer is commensurate with de-
creasing atomic oxygen concentrations, as proposed by Oliver et al. (2014).
A suggestion for making a more direct geographic comparison would be to
e.g. analyse the trend in atomic oxygen retrieved from the SCIAMACHY
instrument on board the Envisat satellite. SCIAMACHY provided atomic
oxygen concentration profiles from the MLT region from 50◦S to 75◦N from
2002 to 2012, covering a large part of the turbopause height dataset.

5.3.4. Paper 4
The meteor radar temperature dataset does not cover a complete solar cycle,
and hence it is not long enough for including the solar response in the trend.
We had to go through many steps to calibrate the temperatures with respect to
Aura MLS temperatures, which are associated with considerable uncertainties
at mesopause heights.
We proposed explanations for the seasonal variation of temperatures, in-

volving GW and PW activity affecting atmospheric circulation. However, we
did not include any actual analysis of GWs or PWs from observations. It is
possible to extract PW activity from meridional wind anomalies using Su-
perDARN radars, as conducted by Stray et al. (2014). It is not possible to
extract GW momentum flux with the instrumentation we have available in
Tromsø.
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In this thesis, we have worked towards a better understanding of processes re-
sponsible for temperature variability in the polar mesopause region. We have
also investigated trends in temperature obtained from this region and in tur-
bopause height. In order to investigate these main objectives, we have utilised
data from two high-latitude stations: Tromsø (70◦N, 19◦E) and Longyearbyen
(78◦N, 16◦E). A 1m Ebert-Fastie spectrometer located at the Kjell Henriksen
Observatory in Longyearbyen has been providing hydroxyl airglow tempera-
tures for more than 30 years, making the Longyearbyen OH*(6-2) temperature
record one of the longest time series of hydroxyl airglow winter temperatures in
the world. Most of the ground-based measurements of the upper atmosphere
from mainland Norway are conducted from Ramfjordmoen research station
near Tromsø. Ramfjordmoen houses, amongst others, a medium-frequency
radar and a meteor radar. The Nippon/Norway Tromsø Meteor Radar has
been providing neutral temperatures from the mesopause region since 2003
by measuring decay times of echoes from ionised meteor trails. The great ad-
vantage of the meteor radar is its ability to conduct measurements of meteor
echo decay times 24 hours a day, all year round, and the temperature record
has very few data gaps. The medium-frequency radar has been operational
for more than 40 years and has provided turbulent energy dissipation rates,
which can be used to derive turbopause height, since 2000.
Seasonal variability of polar mesopause region temperatures obtained from

the Ebert-Fastie spectrometer and the NTMR radar was investigated, and
we found that the two datasets experience different seasonal variability. The
Longyearbyen dataset experience local temperature maxima in mid-January
and mid-February, as well as a minimum in the transition between December
and January. In the NTMR dataset we identified periodic variations with
periods ranging from 9 days to a year and local temperature enhancements
after spring equinox and summer solstice. Even though solar variability and
energetic particles precipitating in this region may have an effect on the tem-
perature variability, the largest contributors are dynamic processes. Seasonal
variation of temperature, and variability within this variation, correspond well
to characteristic behaviour of the large-scale circulation in the middle atmo-
sphere and corresponding wave activity. The fact that the winter climatology
differs between Longyearbyen and Tromsø suggests that differences in local
orographic forcing may play a large role.
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The OH*(6-2) airglow winter temperature trend and the annual and sum-
mer NTMR temperature trends were estimated to be near-zero or slightly neg-
ative. The estimated NTMRwinter trend was negative, (−11.6± 4.1)Kdecade−1.
The temperature trends obtained in this PhD project are in line with results
from other studies on MLT temperatures at mid- and high-latitudes, as well
as model studies (e.g. Beig, 2011; French and Klekociuk, 2011; Offermann
et al., 2010; Schmidt et al., 2006), indicating zero or slightly negative trends.
Increasing greenhouse gas emissions, which may lead to changes in dynamics,
is proposed as the main driver behind a cooling of the middle atmosphere (e.g.
Akmaev and Fomichev, 2000). The stronger cooling trend found in winter for
the NTMR dataset is also found in other studies. This has in other studies
been explained by effects associated with CO2 radiative forcing (Fomichev
et al., 2007; Schmidt et al., 2006).
The response on mesopause region temperatures to solar variability was

investigated for the Longyearbyen OH*(6-2) airglow temperatures, but not
for the NTMR temperatures, due to that the time series was shorter than
the corresponding solar cycle. The solar response coefficient, decoupled from
the multivariate regression analysis performed on the OH* temperatures, was
(3.6± 4.0)K/100 SFU. The magnitude of the solar response coefficient is on
the same level as results obtained from other mid-latitude and high-latitude
sites (French and Klekociuk, 2011; Offermann et al., 2010; She and Krueger,
2004).
The large temperature variability, in both OH* airglow temperatures from

Longyearbyen and meteor radar temperatures from Tromsø, makes trend as-
sessments challenging. The variability strongly influences the precision of
trend estimates, which again determines the number of years required to de-
tect a trend of a given magnitude. Level shifts in the data, which are present
in the Longyearbyen OH* airglow dataset, further lengthen the time required
for a detectable trend. Neither the winter trend in OH* airglow temperatures
from Longyearbyen nor the overall trend in Tromsø meteor radar tempera-
tures is detectable. The negative NTMR winter trend is significantly non-zero
and detectable, according to criteria in Tiao et al. (1990) and Weatherhead
et al. (1998).
An increase in turbopause height of (1.6± 0.3) kmdecade−1 over Tromsø

is evident from 1999 to 2015 for summer, whereas for winter the turbopause
height has not changed significantly. Increasing turbopause height during
summer is commensurate with decreasing atomic oxygen concentrations over
the same time period, as shown by Oliver et al. (2014). An increasing trend
in GW activity during summer, found by e.g. Hoffmann et al. (2011), is a
possible explanation for our findings.
The location of the turbopause is important for transport of atmospheric

constituents, both upwards and downwards. Constituents produced in the
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lower atmosphere are transported upwards due to turbulence, and the higher
the turbopause, the higher up into the middle atmosphere the constituents
are transported. Atomic oxygen is an example of an atmospheric component
whose downward transport into the mesosphere is affected by turbopause
height. Atomic oxygen is produced by dissociation of molecular oxygen in
the ionosphere. When the turbopause is located at a low level, e.g. during
summer, it may be below the lower limit of atomic oxygen production, and
thus downward transport to the mesosphere does not occur. Transport of
atomic oxygen into this region is important for ozone chemistry and hence
hydroxyl airglow chemistry.
Whether or not the change in turbopause height over Tromsø affects the

transport of atomic oxygen necessary for influencing airglow chemistry is dif-
ficult to investigate further. Airglow measurements have not been conducted
from Tromsø during the same time period as turbulent energy dissipation
rates have been measured by the MF radar. Hydroxyl airglow temperatures
have been measured during winter at Arctic Lidar Observatory for Middle
Atmosphere Research (ALOMAR) in Andøya (69◦N, 16◦E) since 2010. Since
it is during summer that we have found a change in the turbopause height, it
is difficult to investigate the effects of this on Arctic airglow measurements,
due to the light conditions during Arctic summer.
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7. Future perspectives
The work done in this PhD thesis opens up possibilities for new projects. As
previously mentioned, airglow intensity is directly proportional to atomic oxy-
gen concentration. Atomic oxygen concentration is measured by e.g. SCIA-
MACHY (between 50◦S and 75◦N) and could give important insights into
both the evolution of turbopause height and its influence on airglow dynam-
ics at high latitudes. A useful approach would be to examine the trend in
atomic oxygen concentration measured by SCIAMACHY and compare with
the trend in turbopause height, as well as results obtained by Oliver et al.
(2014).
Regarding airglow variability over Longyearbyen, a lot is still undone. Top-

ics that need further attention are related to the variability of the OH* layer
altitude and number density with the diurnal cycle and in the context of e.g.
GWs and SSWs, as well as long-term changes in the layer. Using ground-based
measurements of OH* airglow temperatures from Longyearbyen in combina-
tion with satellite measurements of peak altitudes of the OH* layer, derived
from integrated volume emission rates, would be valuable in this context. The
new SuperDARN radar in Longyearbyen, operative since 2015, may also be
used for studying gravity waves.
Also, identifying periodic oscillations in the OH* airglow dataset, as well

as temperatures derived from the Nippon/Norway Svalbard Meteor Radar in
Longyearbyen, would shed light on dynamics affecting the airglow layer over
Svalbard. The results should be compared with the results obtained in Paper
4.
Other future projects could involve monitoring effects of energetic particle

precipitation on mesopause temperatures obtained at high latitudes, using
e.g. geomagnetic indices or particle fluxes measured by POES satellites.
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A. Appendix

Figure A.1.: Map of part of the Arctic. Longyearbyen and Tromsø are marked
in red. Image courtesy: Google Maps.
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A. Appendix

Figure A.2.: Map of Longyearbyen and surrounding areas. The locations of the
old auroral station and the Kjell Henriksen Observatory are marked as black and
red stars. Image courtesy: TopoSvalbard, Norwegian Polar Institute.
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Figure A.3.: Map of Tromsø and surrounding areas. The location of Ram-
fjordmoen research station is marked as a black and red star. Image courtesy:
Norgeskart, Norwegian Mapping Authority.
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A b s t r a c t  

The airglow hydroxyl temperature record from Longyearbyen, 
Svalbard, is updated with data from the last seven seasons (2005/2006-
2011/2012). The temperatures are derived from ground-based spectral 
measurements of the hydroxyl airglow layer, which ranges from 76 to 
90 km height. The overall daily average mesospheric temperature for the 
whole temperature record is 206 K. This is by 3 K less than what  
Dyrland and Sigernes (2007) reported in their last update on the tempera-
ture series. This temperature difference is due to cold winter seasons 
from 2008 to 2010. 2009/2010 was the coldest winter season ever re-
corded over Longyearbyen, with a seasonal average of 185 K. Tempera-
ture variability within the winter seasons is investigated, and the 
temperature difference between late December (local minimum) and late 
January (local maximum) is approximately 8 K. 

Key words: airglow, mesosphere, Arctic, temperature, hydroxyl. 

1. INTRODUCTION 
The mesosphere and lower thermosphere (MLT) region is a part of the at-
mosphere characterized by strong variability in winter temperatures. Break-
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ing of tidal, planetary and gravity waves in the MLT region controls the 
large-scale circulation and hence actuates vertical motion leading to adia-
batic heating/cooling (Becker 2012). The dynamic connections between 
wave activity and temperature variability are particularly obvious during 
sudden stratospheric warmings (SSWs). In major SSW events, the polar vor-
tex breaks down and the zonal-mean zonal winds reverse from westerly to 
easterly, and the stratosphere warms by up to 60 K very rapidly (Matsuno 
1971, Walterscheid et al. 2000, Cho et al. 2004, Liu and Roble 2002). SSWs 
are confirmed through several studies to have a strong impact on fluctuations 
in the mesospheric airglow layers and hence mesospheric temperatures 
(Walterscheid et al. 1994). Solar flux variability is also believed to have an 
influence on the thermodynamics of the mesosphere, but the relationship be-
tween mesospheric temperature and the 27-day and 11-year solar cycles is 
still not fully understood (Beig et al. 2012, Matthes et al. 2004). 

The ground-based spectral measurement of hydroxyl (OH) airglow from 
Longyearbyen, Svalbard, started in 1980. The derived rotational temperature 
series is one of the longest continuous winter records in the world. Sigernes 
et al. (2003) and Dyrland and Sigernes (2007) have earlier reported on trends 
and features in the temperature series from Longyearbyen. Also other studies 
have been carried out on the OH* temperatures from Longyearbyen, with 
focus mainly on tidal and seasonal variations and the influence of SSWs and 
gravity waves (Myrabø 1984, Nielsen et al. 2002, Dyrland et al. 2010). 
Myrabø (1986) reported to have identified a seasonal pattern in winter with 
relatively low temperatures in late December followed by higher tempera-
tures in January. Diurnal and semi-diurnal variations in the dataset have also 
been analysed, with results varying from a 13 K semi-diurnal amplitude 
found (Walterscheid et al. 1986) to no considerable periods identified 
(Dyrland and Sigernes 2007). 

This study, with the supplement of OH* airglow derived temperatures 
from the last seven winter seasons, gives an update on the mesospheric win-
ter temperature series from Longyearbyen, Svalbard. The OH* airglow tem-
peratures are presented and discussed in connection with SSWs and wave 
activity. The spectral measurement technique is described in Section 2. The 
results are presented and discussed in Section 3. Section 4 is a summary of 
the results. 

2. DATA  AND  MEASUREMENT  TECHNIQUE 
In this study, OH*(6-2) airglow rotational temperatures are derived from the 
1 m focal length Ebert–Fastie spectrometer located in Longyearbyen. The 
temperatures are weighted averages from the height range of the vibrational 
state of OH*(6-2). According to Mulligan et al. (2009), the peak altitude of 



OH  AIRGLOW  TEMPERATURES  FROM  SVALBARD 
 

 

the OH layer ranges from 76 to 90 km. The observing season is from the be-
ginning of November to the end of February. 

The Ebert–Fastie spectrometer was placed in the Auroral Station in 
Adventdalen (78°N, 15°E) in 1983, but it was moved to the new station, the 
Kjell Henriksen Observatory (KHO) on the mountain Breinosa (78°N, 16°E) 
in 2007. The distance between the two sites is approximately 8 km. The field 
of view of the instrument is 5 degrees in the zenith direction. The cone angle 
is slightly larger in the direction parallel to the entrance slit. At 90 km alti-
tude the latter corresponds to a measurement area of ~9 × 12 km. The move 
of the instrument should therefore have no impact on the comparability of 
the time series when it comes to the measurement area. However, the local 
weather conditions above the two different sites and contamination by artifi-
cial light sources may be slightly different. The potential impact on the de-
rived temperatures will be discussed further in Section 3.1. 

The rotational temperatures are derived from the measured spectra by 
calculating synthetic spectra as a function of instrumental bandpass and tem-
perature. Then the background is detected by finding the optimal fit between 
the measured and synthetic spectra. The temperatures are derived from the 
slope of a linear fit to a Boltzmann plot using P1(2), P1(3), P1(4), and P1(5) 
rotational line intensities of the OH*(6-2) band. Energy term values are tak-
en from Krassovsky et al. (1962), and Einstein coefficients are from Mies 
(1974). The basis for the calculation of the spectra is given by Herzberg 
(1950). 

Some of the spectra are contaminated by aurora or by scattering of 
moonlight by clouds. To sort out contaminated spectra, the covariance be-
tween synthetic and measured spectra is calculated. A poor fit between the 
measured and the synthetic spectra is either caused by a very high back-
ground intensity or by occurrence of the auroral OI 8446 Å emission line, 
which is located close to the P2(4) line of the OH*(6-2) band. The fit vari-
ance of P1 and P2 is also calculated for every spectrum in order to ensure lo-
cal thermal equilibrium. Spectra with covariance between measured and 
synthetic spectra less than 0.8 are discarded. This is also the case for spectra 
with P1 fit variance greater than 0.05 and P2 fit variance greater than 0.3. For 
further details on the instrument and the temperature retrieval method, see 
Sigernes et al. (2003) and Dyrland and Sigernes (2007). An example of 
a synthetic fit to an hourly averaged measured spectrum from 7 January 
2012 at 19 UTC is shown in Fig. 1. 

Viereck and Deehr (1989) considered the above method to have an un-
certainty of approximately ± 5 K for 15 minute average temperature retriev-
als. For the more recent data the uncertainties have been calculated for each 
hourly averaged spectra from the error in the least squares fit of the Boltz-
mann plot.  The error  in the daily averaged temperature  has been  calculated 
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Fig. 1. Panel A shows the synthetic fit to an hourly averaged measured spectrum 
from 7 January 2012 at 19 UTC. The red curve is the measured spectrum, and the 
black curve is the synthetic, fitted spectrum. During this hour there was no contami-
nation of the averaged spectrum due to the auroral OI 8446 Å emission line, as can 
be seen from the very good fit between the two curves. Panel B shows the corre-
sponding Boltzmann plot to the spectrum in panel A. The straight line is the linear 
fit using P1 and P2 values. A spread of the P2 values from the linear fit would indicate 
a departure from thermal equilibrium. For this particular spectrum the covariance, P1 
fit variance and P2 fit variance were 0.99, 0.0003, and 0.1, respectively. Colour ver-
sion of this figure is available in electronic edition only. 

by weighting the hourly averaged temperatures according to their individual 
uncertainty following the method of Bevington and Robinson (1992). The 
errors of the daily averaged temperatures range between 0.2-5 K. 



OH  AIRGLOW  TEMPERATURES  FROM  SVALBARD 
 

 

3. RESULTS  AND  DISCUSSION 
3.1 Seasons 2005/2006-2011/2012 
In Fig. 2 daily averaged temperatures retrieved from the OH* airglow layer 
over Longyearbyen are presented. Daily averages of temperatures are esti-
mated for days with three or more hours of data that satisfy the covariance 
and fit variance criteria mentioned in Section 2. Together with the OH* tem-
peratures, 10 hPa stratospheric temperature is plotted. The 10 hPa tempera-
ture is a NASA reanalysis temperature provided through the Modern-Era 
Retrospective analysis for Research and Applications (MERRA) project 
(NASA 2012). 

From Fig. 2 we see that the data coverage over the seven winter seasons 
analysed is variable, but especially the 2010/2011 and 2011/2012 winters 
have very good data coverage. The reason is partly that the photomultiplier 
tube (PMT) of the instrument was changed in January 2011, providing a bet-
ter signal-to-noise ratio that allowed more spectra to be analysed, and partly 
the varying weather conditions of the different seasons. The move of the in- 
 

Fig. 2. Daily averaged temperatures retrieved from OH*(6-2) airglow emissions 
over Longyearbyen, Svalbard, for the winter seasons of 2005/2006 through 
2011/2012. The OH* temperatures are plotted as black bullets with ± 1 standard de-
viation indicated as errorbars. The 10 hPa stratospheric MERRA temperatures are 
plotted as red lines. The OH* temperatures are weighted averages from 76 to 90 km, 
while the 10 hPa MERRA temperatures are at about 30 km in the stratosphere and 
vary by a few km depending on the synoptic meteorological conditions. Colour ver-
sion of this figure is available in electronic edition only. 
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strument itself in 2007 may also have contributed to an increase in data 
points. Contamination from artificial light from the town is much less at the 
KHO compared to the old Auroral Station because of the larger distance to 
the town. In addition, there is significantly less light contamination from 
snowmobiles and cars. No official cloud cover statistics for the two sites ex-
ists, so it is hard to draw categorical conclusions about the local differences. 
It is however possible that there may be some local differences in cloud 
cover that would bring a bias to the temperatures, but this difference is here 
assumed to be small. 

The seven seasons reported here appear to some extent to agree with 
a hypothesis that some SSWs are preceded by a cooling seen in OH* tem-
peratures a few days earlier, which is reported earlier in literature (Hoffmann 
et al. 2007, Walterscheid et al. 2000). We see that an increase in stratospher-
ic temperature (red line) sometimes succeeds a decrease in OH* tempera-
tures, but this is hard to confirm to a full extent because of the lack of data 
for some periods. 

It must be noted that a change in OH* temperature may be due to either 
a temperature change in the height distribution of OH*(6-2), a change in the 
height distribution itself, or a combination of both (Baker and Stair 1988, 
Mulligan et al. 2009). 

The average temperature, standard deviation and maximum and mini-
mum temperatures of all seven seasons are listed in Table 1. We see that the 
standard deviation in general is higher in January compared to December. 
A reason for this may be a higher occurrence of SSWs and planetary wave 
activity in late winter (January–March) (Labitzke and Naujokat 2000, 
Kuttippurath and Nikulin 2012), which again is a source of high variability 
in OH* temperatures. 

Table 1  
Average, maximum, and minimum temperatures, including standard deviations, 

for seasons 2005/2006 through 2011/2012 
Winter  
season 

Number 
of days 

Mean T 
Nov-Feb [K]

Mean T 
Dec [K] 

Mean T 
Jan [K] 

Max T
[K] 

Min T 
[K] 

2005/2006 31 215 ± 13 208 ± 8 211 ± 17 236 193 
2006/2007 22 203 ± 12 202 ± 11 208 ± 11 229 177 
2007/2008 28 197 ± 9 199 ± 7 196 ± 10 218 176 
2008/2009 54 195 ± 9 193 ± 12 187 ± 10 216 170 
2009/2010 30 185 ± 9 182 ± 7 180 ± 9 205 166 
2010/2011 93 206 ± 11 201 ± 7 212 ± 13 233 180 
2011/2012 103 211 ± 11 207 ± 12 210 ± 13 234 184 

Note: In addition to the average over the whole winter season from November 
through February, the average for December and January is listed. 
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Occasionally, the OH* temperatures increase very rapidly over a rela-
tively short time period. This is especially noticeable in January 2012, when 
the temperature increases by approximately 50 K in just a couple of days. 
This takes place during a minor SSW. These kind of fluctuations in the OH* 
airglow are most likely due to propagation and breaking of planetary and 
gravity waves in the mesosphere, as reported in literature (Sivjee et al. 1987, 
Hoffmann et al. 2007). 

3.2  The updated temperature series 1983-2012 
In Fig. 3 annual averaged airglow temperatures from the 1983/1984 through 
the 2011/2012 seasons are presented. Only seasons with ten or more daily 
averaged temperatures calculated have been included in the plot. The sea-
sonal average is the average of December and January temperatures. Missing 
values for the 1990/1991, 1991/1992, 1992/1993, 1993/1994, 1996/1997, 
and 1998/1999 seasons can either be explained by too few temperatures re-
trieved or by instrument problems. 

The average temperature for the whole temperature series is 206 K, when 
using Einstein coefficients from Mies (1974). This is by 3 K less than what 
was found in the previous work done on the time series by Dyrland and 
Sigernes (2007) on the period from 1983 to 2005. The maximum tempera-
ture of the temperature record is 253 K (19 February 2004) and the minimum 
temperature is 166 K (9 January 2010). We see from Fig. 2 that some of the 
latest years analysed are quite cold years, especially the 2008/2009 and the 
2009/2010 seasons. This is in accordance with recent publications from other  
 

Fig. 3. Seasonal averages of OH* rotational temperatures from Longyearbyen, Sval-
bard, 1983-2012, plotted as black bullets with the standard deviation as errorbars. 
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locations (French and Klekociuk 2011, Offermann et al. 2010). This may 
partly be explained by that during the last decade, an increasing number of 
SSWs have been detected compared to the 1990s. Kuttippurath and Nikulin 
(2012) investigated the major SSWs in the Arctic observed between 
2003/2004 and 2009/2010, and found that the SSW in the 2008/2009 season 
was the strongest. Even though the stratosphere was relatively cold in the 
first part of the 2009/2010 winter season, this season experienced the largest 
momentum flux of all seasons. This took place in the end of January and  
beginning of February. 

Temperature variations within the winter season were examined by su-
perposing all OH* temperatures by day of year and then applying a 5-day 
running mean on the superposed temperatures. This is the same method as 
that described in French and Klekociuk (2011) and Azeem et al. (2007). The 
superposed temperatures are shown in Fig. 4. The black lines represent ± 1 
standard deviation, the red line represents the 5-day running mean, and the 
blue line represents a 15-day running mean. We see from the lines represent-
ing running means that there are some variations in temperature within the 
winter season. There are local temperature maxima in late January and in 
February, while there is a local minimum in the end of December / beginning 
of February. The local temperature minimum in late December / early Janu-
ary is consistent with what Myrabø (1986) found for the winter seasons in 
the first part of the 1980s in Longyearbyen. The temperature difference be-
tween late December and late January is approximately 8 K when looking at  
 

Fig. 4. Superposition of the Longearbyen OH* temperatures by day of year. Grey 
dots are the daily averaged OH* temperatures, and the black lines represent ± 1 SD. 
The red line is the 5-day running mean, and the blue line is the 15-day running 
mean. Colour version of this figure is available in electronic edition only. 

1 Nov 1 Dec 1 Jan 1 Feb 1 Mar
160

170

180

190

200

210

220

230

240

250

260

O
H

* 
ro

ta
tio

na
l t

em
pe

ra
tu

re
 (

K
)

Superposition of the Longyearbyen OH* temperature series by day of year



OH  AIRGLOW  TEMPERATURES  FROM  SVALBARD 
 

 

the 5-day running mean. This is in accordance with the climatology Hall et 
al. (2012) reported for Svalbard using temperatures from the Nippon / Nor-
way Svalbard Meteor Radar (NSMR) located in Adventdalen near Longyear-
byen. 

As mentioned for Fig. 2, the OH* temperatures used in Fig. 4 may be in-
fluenced not only by the temperature change within the height range, but al-
so by a change in height of the OH* layer. 

The overall standard deviation of the Longyearbyen hydroxyl tempera-
ture record is 15 K. This is higher than the standard deviations estimated for 
other locations (e.g., French and Klekociuk 2011, Bittner et al. 2002). The 
reason for this is not completely clear, but one explanation may be that the 
mountainous topography in Svalbard favours gravity wave formation and 
thus great variability in temperatures. However, when looking at two high-
latitude stations in Antarctica, the Davis and the Amundsen–Scott South 
Pole stations, these also experience substantial gravity wave activity (Beldon 
and Mitchell 2009, Collins et al. 1994). This occurs even though the stand-
ard deviations are reported to be significantly lower than for Longyearbyen. 
An explanation for some of the variability in temperatures may be the 
weather regimes. Especially the South Pole station is rarely hit by heavy 
storms, which are characteristic for Antarctic coastal areas. Also, there are in 
general less clouds above this station compared to over Longyearbyen 
(Town et al. 2007, eKlima 2012). Longyearbyen is frequently hit by strong 
low pressure systems, which makes the weather during the winter season un-
stable. This may result in higher standard deviations. 

Mies was the first to calculate Einstein coefficients for hydroxyl vibra-
tion-rotation bands in 1974 (Mies 1974). Since then, several updates have 
been published in order to improve temperature estimates, e.g., Turnbull and 
Lowe (1989), Goldman et al. (1998), and Van der Loo and Groenenboom 
(2007). Even though more recent updates on the Einstein coefficients exist, 
the coefficients from Mies (1974) were used in this study. This was done in 
order to compare the temperatures obtained from the seven winter seasons 
analysed with the temperatures obtained from 1983 to 2005. The use of dif-
ferent Einstein coefficients is considered to have a significant impact on the 
estimated temperatures. Perminov et al. (2007) state that the use of different 
Einstein coefficients may give differences in temperatures as high as 5-14 K. 
Several studies have been carried out during the last decade to determine 
which Einstein coefficients give the most accurate temperatures, and there is 
no general agreement about this matter (French et al. 2000, Pendleton and 
Taylor 2002, Cosby and Slanger 2007). It is important to have this in mind 
when looking at the absolute temperatures. 

An updated trend of the Longyearbyen temperature record is not present-
ed in this paper. A thorough analysis and discussion about the trend with  
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regard to seasonal variations and solar cycle dependence will be published in 
a future paper. 

4. CONCLUSIONS 
The OH*(6-2) airglow temperature record from Longyearbyen, Svalbard 
(78°N, 16°E) is updated with data from the winter seasons of 2005/2006 
through 2011/2012. The data coverage of these seven seasons is variable, but 
the 2010/2011 and 2011/2012 seasons have excellent data coverage. We see 
that a decrease in OH* temperatures is to some extent followed by an in-
crease in stratospheric temperatures during SSW events. 

The variability in airglow temperatures over Longyearbyen is very high, 
both on a day-to-day basis and within a season. In some periods, OH* tem-
peratures can increase or decrease by 30-50 K in just a couple of days. The 
standard deviations of each season range from 9 to 13 K. This is significant-
ly higher than standard deviations reported from other locations. The reason 
for this is not fully understood, but one explanation may be that the topogra-
phy around Longyearbyen favours gravity wave activity, which again is 
a known contributor to variability in mesospheric temperatures. Also weath-
er systems in the Arctic, and thus unstable observing conditions, may explain 
temperature variability. 

When looking at the whole temperature record from 1983 to 2012, the 
overall average temperature is 206 K, by 3 K less than what Dyrland and 
Sigernes (2007) reported for their update on the temperature record. It is no-
ticeable that some of the most recent winter seasons were very cold. Espe-
cially the 2009/2010 season was cold, with a seasonal average of 185 K and 
a daily averaged minimum of 166 K measured on 9 January 2010. This is the 
lowest daily temperature of the whole temperature record. The low tempera-
tures for the years 2008-2010 are in accordance with temperatures reported 
from other locations and with the fact that strong SSWs took place during 
that time. 

There are monthly temperature variations within the winter season. The 
data show local temperature maxima in late January and in February, while 
there is a local minimum in the end of December / beginning of February. 
The temperature difference between late December and late January is ap-
proximately 8 K. 

Acknowledgmen t s .  This work was financially supported by The Re-
search Council of Norway through the projects named: Norwegian and Russian Up-
per Atmosphere Co-operation On Svalbard part 2 # 196173 / S30 (NORUSCA2), 
Infrastructure for Space Physics Related Research on Svalbard # 195385 
(INFRASPACE) and High-Arctic Gravity waves and their impact on middle 
atmospheric circulation and temperature (# 204993). 



OH  AIRGLOW  TEMPERATURES  FROM  SVALBARD 
 

 

R e f e r e n c e s  

Azeem, S.M.I., G.G. Sivjee, Y.-I. Won, and C. Mutiso (2007), Solar cycle signature 
and secular long-term trend in OH airglow temperature observations at 
South Pole, Antarctica, J. Geophys. Res. 112, A1, A01305, DOI: 10.1029/ 
2005JA011475. 

Baker, D.J., and A.T. Stair Jr. (1988), Rocket measurements of the altitude distribu-
tions of the hydroxyl airglow, Phys. Scr. 37, 4, 611, DOI: 10.1088/0031-
8949/37/4/021. 

Becker, E. (2012), Dynamical control of the middle atmosphere, Space Sci. Rev. 
168, 1-4, 283-314, DOI: 10.1007/s11214-011-9841-5. 

Beig, G., S. Fadnavis, H. Schmidt, and G.P. Brasseur (2012), Inter-comparison of 
11-year solar cycle response in mesospheric ozone and temperature ob-
tained by HALOE satellite data and HAMMONIA model, J. Geophys. Res. 
117, D4, D00P10, DOI: 10.1029/2011JD015697. 

Beldon, C.L., and N.J. Mitchell (2009), Gravity waves in the mesopause region ob-
served by meteor radar. 2: Climatologies of gravity waves in the Antarctic 
and Arctic, J. Atmos. Solar-Terr. Phys. 71, 8-9, 875-884, DOI: 10.1016/ 
j.jastp.2009.03.009. 

Bevington, P.R., and D.K. Robinson (1992), Data Reduction and Error Analysis for 
the Physical Sciences, McGraw-Hill, New York, 328 pp. 

Bittner, M., D. Offermann, H.-H. Graef, M. Donner, and K. Hamilton (2002), An 
18-year time series of OH rotational temperatures and middle atmosphere 
decadal variations, J. Atmos. Solar-Terr. Phys. 64, 8-11, 1147-1166, DOI: 
10.1016/S1364-6826(02)00065-2. 

Cho, Y.-M., G.G. Shepherd, Y.-I. Won, S. Sargoytchev, S. Brown, and B. Solheim 
(2004), MLT cooling during stratospheric warming events, Geophys. Res. 
Lett. 31, 10, L10104, DOI: 10.1029/2004GL019552. 

Collins, R.L., A. Nomura, and C.S. Gardner (1994), Gravity waves in the upper 
mesosphere over Antarctica: Lidar observations at the South Pole and 
Syowa, J. Geophys. Res. 99, D3, 5475-5485, DOI: 10.1029/93JD03276. 

Cosby, P.C., and T.G. Slanger (2007), OH spectroscopy and chemistry investigated 
with astronomical sky spectra, Can. J. Phys. 85, 2, 77-99, DOI: 10.1139/ 
p06-088. 

Dyrland, M.E., and F. Sigernes (2007), An update on the hydroxyl airglow tempera-
ture record from the Auroral Station in Adventdalen, Svalbard (1980-2005), 
Can. J. Phys. 85, 2, 143-151, DOI: 10.1139/p07-040. 

Dyrland, M.E., F.J. Mulligan, C.M. Hall, F. Sigernes, M. Tsutsumi, and C.S. Deehr 
(2010), Response of OH airglow temperatures to neutral air dynamics at 
78°N, 16°E during the anomalous 2003-2004 winter, J. Geophys. Res. 115, 
D7, D07103, DOI: 10.1029/2009JD012726. 

eKlima (2012), Norwegian Meteorological Institute’s climate database, 
http://eklima.met.no/, accessed November 2012. 



S.E. HOLMEN  et al. 
 

 

French, W.J.R., and A.R. Klekociuk (2011), Long-term trends in Antarctic winter 
hydroxyl temperatures, J. Geophys. Res. 116, D4, D00P09, DOI: 
10.1029/2011JD015731. 

French, W.J.R, G.B. Burns, K. Finlayson, P.A. Greet, R.P. Lowe, and P.F.B. Wil-
liams (2000), Hydroxyl (6-2) airglow emission intensity ratios for rotational 
temperature determination, Ann. Geophys. 18, 10, 1293-1303, DOI: 
10.1007/s00585-000-1293-2. 

Goldman, A., W.G. Schoenfeld, D. Goorvitch, C. Chackerian Jr., H. Dothe, 
F. Mélen, M.C. Abrams, and J.E.A. Selby (1998), Updated line parameters 
for OH X²II-X²II (v″,v′) transitions, J. Quant. Spectrosc. Radiat. Transfer 
59, 3-5, 453-469, DOI: 10.1016/S0022-4073(97)00112-X. 

Hall, C.M., M.E. Dyrland, M. Tsutsumi, and F.J. Mulligan (2012), Temperature 
trends at 90 km over Svalbard, Norway (78°N 16°E), seen in one decade of 
meteor radar observations, J. Geophys. Res. 117, D8, D08104, DOI: 
10.1029/2011JD017028. 

Herzberg, G. (1950), Molecular Spectra and Molecular Structure. Vol. I. Spectra of 
Diatomic Molecules, Van Nostrand Company Inc., New York. 

Hoffmann, P., W. Singer, D. Keuer, W.K. Hocking, M. Kunze, and Y. Murayama 
(2007), Latitudinal and longitudinal variability of mesospheric winds and 
temperatures during stratospheric warming events, J. Atmos. Solar-Terr. 
Phys. 69, 17-18, 2355-2366, DOI: 10.1016/j.jastp.2007.06.010. 

Krassovsky, V.I., N.N. Shefov, and V.I. Yarin (1962), Atlas of the airglow spectrum 
3000-12 400 Å, Planet. Space Sci. 9, 12, 883-915, DOI: 10.1016/0032-
0633(62)90008-9. 

Kuttippurath, J., and G. Nikulin (2012), A comparative study of the major sudden 
stratospheric warmings in the Arctic winters 2003/2004-2009/2010, Atmos. 
Chem. Phys. 12, 17, 8115-8129, DOI: 10.5194/acp-12-8115-2012. 

Labitzke, K., and B. Naujokat (2000), The lower Arctic stratosphere in winter since 
1952, SPARC Newsletter 15, 11-14. 

Liu, H.-L, and R.G. Roble (2002), A study of a self-generated stratospheric sudden 
warming and its mesospheric-lower thermospheric impacts using the cou-
pled TIME-GCM/CCM3, J. Geophys. Res. 107, D23, 4695, DOI: 10.1029/ 
2001JD001533. 

Matsuno, T. (1971), A dynamical model of the stratospheric sudden warming, 
J. Atmos. Sci. 28, 8, 1479-1494, DOI: 10.1175/1520-0469(1971)028<1479: 
ADMOTS>2.0.CO;2. 

Matthes, K., U. Langematz, L.L. Gray, K. Kodera, and K. Labitzke (2004), Im-
proved 11-year solar signal in the Freie Universität Berlin Climate Middle 
Atmosphere Model (FUB-CMAM), J. Geophys. Res. 109, D6, D06101, 
DOI: 10.1029/2003JD004012. 

Mies, F.H. (1974), Calculated vibrational transition probabilities of OH(X2Π), 
J. Mol. Spectrosc. 53, 2, 150-188, DOI: 10.1016/0022-2852(74)90125-8. 



OH  AIRGLOW  TEMPERATURES  FROM  SVALBARD 
 

 

Mulligan, F.J., M.E. Dyrland, F. Sigernes, and C.S. Deehr (2009), Inferring hy-
droxyl layer peak heights from ground-based measurements of OH(6-2) 
band integrated emission rate at Longyearbyen (78°N, 16°E), Ann. Geo-
phys. 27, 11, 4197-4205, DOI: 10.5194/angeo-27-4197-2009. 

Myrabø, H.K. (1984), Temperature variation at mesopause levels during winter sol-
stice at 78°N, Planet. Space Sci. 32, 2, 249-255, DOI: 10.1016/0032-
0633(84)90159-4. 

Myrabø, H.K. (1986), Winter-season mesopause and lower thermosphere tempera-
tures in the northern polar region, Planet. Space Sci. 34, 11, 1023-1029, 
DOI: 10.1016/0032-0633(86) 90012-7. 

NASA (2012), Annual Meteorological Statistics, National Aeronautics Space Ad-
ministration, http://acdb-ext.gsfc.nasa.gov/Data_services/met/ann_data. 
html, accessed October 2012. 

Nielsen, K.P., F. Sigernes, E. Raustein, and C.S. Deehr (2002), The 20-year change 
of the Svalbard OH-temperatures, Phys. Chem. Earth 27, 6-8, 555-561, 
DOI: 10.1016/S1474-7065(02)00037-2. 

Offermann, D., P. Hoffmann, P. Knieling, R. Koppmann, J. Oberheide, and 
W. Steinbrecht (2010), Long-term trends and solar cycle variations of 
mesospheric temperature and dynamics, J. Geophys. Res. 115, D18, 
D18127, DOI: 10.1029/2009JD013363. 

Pendleton Jr., W.R., and M.J. Taylor (2002), The impact of L-uncoupling on Ein-
stein coefficients for the OH Meinel (6,2) band: implications for Q-branch 
rotational temperatures, J. Atmos. Solar-Terr. Phys. 64, 8-11, 971-983, 
DOI: 10.1016/S1364-6826(02)00051-2. 

Perminov, V.I., A.I. Semenov, and N.N. Shefov (2007), On rotational temperature of 
the hydroxyl emission, Geomag. Aeron. 47, 6, 756-763, DOI: 10.1134/ 
S0016793207060084. 

Sigernes, F., N. Shumilov, C.S. Deehr, K.P. Nielsen, T. Svenøe, and O. Havnes 
(2003), Hydroxyl rotational temperature record from the auroral station in 
Adventdalen, Svalbard (78°N, 15°E), J. Geophys. Res. 108, A9, 1342, DOI: 
10.1029/2001JA009023. 

Sivjee, G.G., R.L. Walterscheid, J.H. Hecht, R.M. Hamwey, G. Schubert, and 
A.B. Christensen (1987), Effects of atmospheric disturbances on polar 
mesopause airglow OH emissions, J. Geophys. Res. 92, A7, 7651-7656, 
DOI: 10.1029/JA092iA07p07651. 

Town, M.S., V.P. Walden, and S.G. Warren (2007), Cloud cover over the South 
Pole from visual observations, satellite retrievals, and surface-based infra-
red radiation measurements, J. Climate 20, 3, 544-559, DOI: 10.1175/ 
JCLI4005.1. 

Turnbull, D.N., and R.P. Lowe (1989), New hydroxyl transition probabilities and 
their importance in airglow studies, Planet. Space Sci. 37, 6, 723-738, DOI: 
10.1016/0032-0633(89)90042-1. 



S.E. HOLMEN  et al. 
 

 

Van der Loo, M.P., and G.C. Groenenboom (2007), Theoretical transition probabili-
ties for the OH Meinel system, J. Chem. Phys. 126, 11, 114314-1-114314-
7, DOI: 10.1063/1.2646859. 

Viereck, R.A., and C.S. Deehr (1989), On the interaction between gravity waves and 
the OH Meinel (6-2) and the O₂ atmospheric (0-1) bands in the polar night 
airglow, J. Geophys. Res. 94, A5, 5397-5404, DOI: 10.1029/JA094iA05p 
05397. 

Walterscheid, R.L., G.G. Sivjee, G. Schubert, and R.M. Hamwey (1986), Large-
amplitude semidiurnal temperature variations in the polar mesopause: evi-
dence of a pseudotide, Nature 324, 7445, 347-349, DOI: 10.1038/ 
324347a0. 

Walterscheid, R.L., G. Schubert, and M.P. Hickey (1994), Comparison of theories 
for gravity wave induced fluctuations in airglow emissions, J. Geophys. 
Res. 99, A3, 3935-3944, DOI: 10.1029/93JA03312. 

Walterscheid, R.L., G.G. Sivjee, and R.G. Roble (2000), Mesospheric and lower 
thermospheric manifestations of a stratospheric warming event over 
Eureka, Canada (80°N), Geophys. Res. Lett. 27, 18, 2897-2900, DOI: 
10.1029/2000GL003768. 

Received  23 November 2012 
Received in revised form  20 March 2013 

Accepted  18 April 2013 



Paper 2

Long-term trends and the effect of solar cycle
variations on mesospheric winter temperatures
over Longyearbyen, Svalbard (78◦N)
Holmen, S. E., M. E. Dyrland and F. Sigernes

Published in Journal of Geophysical Research: Atmospheres, 119,
6596–6608, doi: 10.1002/2013JD021195, 2014.



B. Papers

100



Long-term trends and the effect of solar cycle
variations on mesospheric winter temperatures
over Longyearbyen, Svalbard (78°N)
Silje E. Holmen1,2,3, Margit E. Dyrland1,2, and Fred Sigernes1,2

1University Centre in Svalbard, Longyearbyen, Norway, 2Birkeland Centre for Space Science, Bergen, Norway, 3UiT—Arctic
University of Norway, Tromsø Geophysical Observatory, Tromsø, Norway

Abstract This paper gives an update on the long-term trend in hydroxyl (OH*) airglow winter temperatures
measured by a 1m Ebert-Fastie spectrometer in Longyearbyen, Svalbard (78°N, 16°E), from 1983 to 2013. The
temperatures are derived through synthetic fits of measured airglow spectra of the OH*(6-2) vibrational state.
The data set is corrected for seasonal variations by subtracting the mean climatology. Also, solar cycle
dependence is investigated. A solar response coefficient of 3.6 K±4.0 K/100 solar flux units (SFU) is calculated
from F10.7 cm solar radio flux data. After subtraction of the climatology and solar response, the remaining
long-term trend is a near-zero trend, �0.2 K±0.5 K/decade. Trend analysis of monthly temperatures
indicates positive trends for November, January, and February and a negative trend for December, but the
uncertainties are high.

1. Introduction

For many years, great attention has been given to the ongoing change in the Earth’s climate. Most studies
have focused on the climate change in the lower atmosphere [e.g., Dickinson and Cicerone, 1986; Brasseur
and Hitchman, 1988], but during the last decades attention regarding climate change issues has also been
drawn toward the middle and upper atmosphere. Model studies report that global warming at the Earth’s
surface has its counterpart in cooling of the stratosphere and mesosphere due to global increase of CO₂
and other greenhouse gases [Akmaev and Fomichev, 1998, 2000]. In this part of the atmosphere,
greenhouse gases absorb energy and radiate it back to space, which leads to cooling. Some studies
indicate that temperature change takes place first in the mesosphere and lower thermosphere
(MLT region) and later propagates downward [Hoffmann et al., 2007]. More sophisticated generations of
models show that a doubled CO₂ concentration in the atmosphere indicates a cooling in the atmosphere
everywhere above the tropopause. However, the smallest values of cooling occur around the mesopause
[Schmidt et al., 2006]. These results make temperature trends and variations in the MLT region important to
investigate further.

The MLT region is characterized by strong variability in winter temperatures. This is among others due to
planetary and gravity wave activity and Sudden Stratospheric Warmings (SSW), which are coupling processes
between the lower, middle, and upper atmosphere [Funke et al., 2010]. Solar flux variability is also believed to
have an influence on variability of mesospheric temperatures, but how much influence is not fully agreed
upon [Beig et al., 2008; 2012; Huang and Brasseur, 1993; Schmidt and Brasseur, 2006].

The hydroxyl airglow temperature series from Longyearbyen, Svalbard, is one of the longest continuous
measurement records of hydroxyl (OH*) winter temperatures in the world. Sigernes et al. [2003] and
Dyrland and Sigernes [2007] have earlier reported on trends and features of the temperature series from
Longyearbyen. Sigernes et al. [2003] reported a close to zero trend for the period 1983 to 2001:
+0.6 K ± 2.0 K/decade. Dyrland and Sigernes [2007] reported a slightly positive trend from the period 1983 to
2005: +2.0 K ± 1.0 K/decade.

This study, with the supplement of OH* airglow temperatures from the last eight winter seasons, gives an
update on the mesospheric temperature trend above Longyearbyen, Svalbard. In section 2, we describe the
instrument, the temperature retrieval method, and the calibration procedure. In section 3, trends are
presented and discussed with regard to seasonal variations and solar cycle variability. A summary of the
results is presented in section 4.
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2. Instrumentation and Data
2.1. Data and Measurement Technique

Measurements of OH* airglow intensities in Longyearbyen on a regular basis date back to 1980. Then OH*
rotational temperatures were obtained from the OH*(8-3) band using a ½m focal length Ebert-Fastie
spectrometer. To gain spectral resolution, the instrument was replaced with a 1m Ebert-Fastie
spectrometer in 1983, scanning the P branch of the OH*(6-2) band. Temperatures derived from the airglow
intensities are weighted averages from the height range of the vibrational state of OH*(6-2). The observing
season is from the beginning of November to the end of February, and temperatures are retrieved as long
as the Sun is more than 12° below the horizon. The spectrometer scans one spectrum every 25 s. Daily
averaged temperatures are estimated for days with 3 or more hours of retrieved data. Seasonal averages
are estimated for seasons with 10 or more days of retrieved data. The number of data points in each
season contributing to the means is listed in Table 1.

The rotational temperatures were derived from hourly averaged measured spectra by calculating synthetic
spectra as a function of instrumental band pass and temperature. The typical instrumental band pass is 5 Å. The
background was detected by finding the optimal fit between the measured and synthetic spectra. The
temperatures were derived from the slope of a linear fit to a Boltzmann plot using P₁(2), P₁(3), P₁(4), and P₁(5)
rotational line intensities of the OH*(6-2) band. Also, the corresponding P2 lines (P2(3), P2(4), and P2(5)) were
ensured to follow the same linear fit, although their intensities were not used for temperature retrieval. Using
rotational temperatures to represent neutral air temperatures requires an assumption of local thermodynamical
equilibrium (LTE) with the environment. Initially, the hydrogen-ozone reaction produces OH* in highly excited
rotational states which are not in LTE, but through collisions the lower vibrational and rotational states can be
thermalized. Given the collisional frequency and radiative lifetime the OH*(v=6) state is considered to have
undergone enough collisions to conform to a Boltzmann distribution [Sivjee and Hamwey, 1987] and that the
OH*(6-2) vibrational-rotational band can been considered in quasi-LTE, meaning rotational states with
rotational quantum number< 6 follow the Boltzmann distribution, but higher levels do not [Pendleton et al.,
1993]. Following this, our choice to include the P1(N=2) to P1(N=5) lines in our analysis is validated. The
conclusion that the OH*(6-2) band is thermalized has been questioned quite recently by Cosby and Slanger
[2007] who found that rotational temperatures derived from low rotational line intensities show a strong
dependence on vibrational level, with higher temperatures for higher vibrational levels. This difference in
temperature is only partly explained by the fact that different vibrational levels have their peak emissions at
different altitudes [von Savigny et al., 2012]. The interpretation of OH* temperatures as absolute neutral air
temperatures is therefore questionable, especially for higher rotational-vibrational levels, andwe therefore limit
our analysis to spectra that follow the Boltzmann distribution and that can be considered in quasi-LTE. To
ensure this, we employ certain criteria for selection of good spectra which are described below.

Covariance between hourly averaged measured and synthetic spectra was calculated to remove spectra that
were contaminated by aurora, which occur frequently at 78°N. Spectra with a very high background due to
scattering of moonlight or artificial light by clouds were also filtered out. Spectra with a covariance between
themeasured and synthetic spectra less than 0.8 were discarded. In addition, the fit variance for P₁ and P₂was
calculated for every spectrum to ensure that the different rotational lines follow the Boltzmann distribution
and thus are in (quasi) LTE with the environment. Spectra with P₁ fit variance greater than 0.05 and P₂ fit

Table 1. Number of Data Points in Each Winter Season From 1983/84 to 2012/13a

1983/84 42 1993/94* 6 2003/04 85
1984/85 42 1994/95 15 2004/05 27
1985/86 48 1995/96 23 2005/06 31
1986/87 40 1996/97* 1 2006/07 22
1987/88 66 1997/98 35 2007/08 28
1988/89* 5 1998/99* 3 2008/09 54
1989/90 58 1999/00 47 2009/10 30
1990/91* 9 2000/01 57 2010/11 93
1991/92* – 2001/02 29 2011/12 103
1992/93* – 2002/03 35 2012/13 91

aSeasons with less than 10 days of retrieved data are noted with *. These seasons are excluded from the trend analysis.
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variance greater than 0.3 were omitted from further analysis. These criteria for selecting good spectra have
been chosen based on experience and consistency for the whole data set. Depending on the weather
conditions and auroral activity of each winter, the fraction of hourly averaged spectra that are discarded from
further analyses ranges between 50% and 88%.

Uncertainties were calculated for each hourly averaged spectrum from the error in the least-squares fit to the
Boltzmann plot. The error in the daily averaged temperatures was calculated by weighting the hourly
averaged temperatures according to their individual uncertainty [Bevington and Robinson, 1992]. The error of
the daily averaged temperatures ranges between 0.2 and 5 K. A more detailed description of the instrument
and the temperature retrieval method can be found in Sigernes et al. [2003].

The temperature retrieval of the whole Longyearbyen OH* temperature record was done using Einstein
coefficients from Mies [1974]. Using different Einstein coefficients has been demonstrated to have a
significant impact on estimated temperatures [e.g., Perminov et al., 2007], but since this paper concerns a
trend assessment and relative variations within a temperature series, the choice of transition probabilities
does not affect the result as long as the same set is used for the entire data set.

From 1980 to 2007, OH* airglow measurements were done at the Auroral Station in Adventdalen
(78°N, 15°E), but in 2007 the spectrometer was moved to the new observatory, the Kjell Henriksen
Observatory (KHO) (78°N, 16°E). The distance between the two sites is approximately 8 km. The
instrument’s field of view is approximately 5 degrees in the zenith direction. The cone angle is slightly
larger in the direction parallel to the entrance slit. At 90 km altitude, this corresponds to an area of
measurement of ~9 × 12 km. Differences in local weather conditions between the two sites are small
[Holmen et al., 2014]; thus, there should be no geophysical reasons why the change of location has
influenced the measured temperatures. Also, analysis of the spectral background shows that it did not
change significantly after 2007. Thus, the moving of the spectrometer is considered to have no impact on
the comparability of the OH* measurement series.

2.2. Calibration

The wavelengths measured by a spectrometer will drift slightly with time and environmental conditions. To
ensure the accuracy of themeasurements, periodic calibrations must be conducted. Sensitivity calibrations of
the 1m Ebert-Fastie spectrometer conducted in 1980, 2002, and 2004 are presented in Sigernes et al. [2003]
and Dyrland and Sigernes [2007]. Calibrations have been performed yearly since 2007. Dyrland and Sigernes
[2007] concluded that the instrument had been operating stably with no overall degradation in sensitivity
from 1983 to 2004.

Operating a spectrometer stably over time is a continuous battle of upgrading software and electronics,
including detector and counting circuit. The spectrometer has for instance changed operating system five
times during its lifetime. This involves change of counter cards, high voltage supplies, pulse amplifier/
discriminator (PAD), photomultiplier tube (PMT), and cooler. This will all affect the performance of the
instrument. Fine tuning of mirror, grating, and slit position is also important for optical performance.
Therefore, we conduct sensitivity calibrations yearly. Note that the optical and mechanical elements of the
instrument have never been replaced.

The main components in the calibration of the spectrometer are a Lambertian diffusive screen (SRT-99-180,
Spectralon®, Labsphere Inc.) and a lamp. The lamp acts as a point source to the screen, and the screen is the
actual source of the calibration.

The spectral radiance of the screen is given by:

B λð Þ ¼ ρ λð Þ �M0 λð Þ� z0
z

� �2
� cos α

R

Å

� �

where ρ(λ) is the reflectance factor of the Lambertian surface and is nearly constant throughout the near-
infrared region of the spectrum (ρ(λ)≈ 0.98). z is the distance between the center of the screen and the lamp,
and α is the angle between the Lambertian screen and the lamp axis. M0(λ) is the known irradiance of the
lamp in Rayleigh per Ångström [R/Å], initially obtained at a distance z0. The lamp irradiance certification is in
units of mW/m�2nm, but is converted to number of photons cm�2 s�1 sr�1 and multiplied by 4π×10�6 to
obtain the unit R/Å [Sigernes et al., 2007, 2012].
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The calibration factor of the instrument is
given by:

K λð Þ ¼ B λð Þ
B λð Þ

R

Å
=Cts

� �

where C(λ) is the raw counts of the instrument
produced by the illuminated screen.
Calibration factors for calibrations performed
from 2007 to 2013, normalized at the P1(3) line,
are shown in Figure 1. The 2007 calibration
was conducted indoors in the optical lab at
The University Centre in Svalbard, without
taking the plexiglass dome into account. A
45W lamp (Oriel SN7-1633) was used. Since
2008, calibrations have been conducted
outdoors at the KHO, using a 200W tungsten
lamp (Oriel SN7-1859).

Variation within the wavelength region from
8375 to 8525Å and corresponding temperature
uncertainties for the years 2007 to 2013 are
shown in Table 2. Note that the spectral slopes

of the calibration factors in the wavelength region are nearly constant through the years. It is a change in slope
of the calibration factors that is important to the retrieval of the temperatures. The variation is within 4%, except
for 2012, when the spectral slope was 5.3%. The reason for the higher variation in 2012 is not clear but could be
weather related. The spectral slope of the calibration factors retrieved before and after the move of the
instrument in 2007 did not change significantly. Temperature uncertainty as a consequence of the spectral
slope was found by multiplying the calibration factors to synthetic spectra with constant background and zero
slope, generated with temperatures ranging from 180 to 260 K. The temperatures derived from the spectra give
an estimate of the temperature uncertainty due to the spectral slope. Temperature uncertainties range from 1
to 6 K. The absolute values of the calibration factors at 8430Å (P1(3) line) are also listed in Table 2. The absolute
value of the calibration factor varies by a factor of ~2 between 2009 and the latter years, and a factor of ~4 from
that found by Dyrland and Sigernes [2007] for the earlier years.

It must be emphasized that our yearly calibration is a secondary calibration. The 200W Tungsten lamp used
for calibration outdoors is certified by comparing to our NIST (National Institute of Standards and
Technology) traceable lamp source located in the calibration lab of The University Centre in Svalbard. Even
though we have improved the secondary lamp housing to be more weather resistant and use lasers to
measure distance, the outside temperature and wind conditions still affect the calibration outcome. A change
in effective temperature is easily seen in the current running through the filament of the lamp. Snow and ice

conditions near the instrument dome may also
affect the setup of the Lambertian surface and the
angle measurements. The above uncertainties are
the main reasons for change in the level of the
calibration factors in Table 2. Based on that the
spectral slopes of the calibration factors are nearly
constant through the years, we conclude that
temperature measurements by the spectrometer
are reliable for the time period 1983 to 2013.

The above procedure is our standard way of
conducting secondary sensitivity calibrations of the
Ebert-Fastie spectrometer. An improved method
could be to use a portable low-light source and to
monthly calibrate the instrument indoors, under its
dome, reducing weather effects and logistics.

Table 2. Calibration Outputa

Spectral
Slope

Temperature
Uncertainty

Absolute Value,
8430Å

2013 2.4% 1–3 K 0.89
2012 5.3% 3–6 K 1.08
2011 2.9% 2–4 K 0.92
2010 1.6% 1–2 K 1.11
2009 1.5% 1–2 K 1.94
2008 1.7% 1–2 K 1.19
2007 3.7% 1–3 K 1.14

aVariation over the wavelength region 8375–8525Å for
years 2007 to 2013. The corresponding temperature
uncertainties caused by the spectral slopes are also listed,
together with the absolute values of the calibration fac-
tors at 8430Å (P1(3) line).
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Figure 1. Spectrometer calibration factors for calibrations con-
ducted from 2007 to 2013. Calibrations conducted from 2008 to
2013 were performed outdoors at the Kjell Henriksen Observatory
(KHO) using a 200W tungsten lamp. The 2007 calibration was
conducted indoors in the optical lab at The University Centre in
Svalbard, using a 45W lamp.
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3. Results and Discussion

There are many variables that can
influence OH* temperatures. Sources of
temperature variability are the mean
meridional flow, planetary wave
activity, solar flux variability, tides,
gravity waves, and chemical processes
like ozone depletion [French and
Klekociuk, 2011; Beig et al., 2003]. These
processes result in variations in OH*
airglow temperatures on time scales
ranging from minutes to decades. Also,
variations in derived OH* temperatures
may be influenced by changes in the
altitude of the OH* layer. When
investigating the long-term trend of a
mesospheric temperature series, the
goal is to identify factors influencing
the natural variability and subtract their
effects from the data set.

Uncorrected, seasonal averages of all
winters in the Longyearbyen hydroxyl airglow temperature series are plotted in Figure 2 and reveal that there
were some cold winter seasons in the period from 2008 to 2010. Temperatures retrieved from meteor trail
echoes at 90 km altitude from the Nippon/Norway Svalbard Meteor Radar (NSMR) located in Adventdalen
near Longyearbyen show a decrease in the same time period. Figure 2 shows that the meteor radar
temperatures follow the variations in the airglow temperatures reasonably well, even though the magnitude
of the variations is smaller. A period of lower temperatures around 2008 to 2010 can also be recognized in
data from the Davis station in Antarctica, though not of the samemagnitude [French and Klekociuk, 2011]. The
solar activity was at a minimum during that time and the solar minimum around 2008 was the weakest solar
minimum in nearly 100 years [Ahluwalia and Jackiewicz, 2011]. OH* temperatures are correlated reasonably
well with solar activity over the most recent solar minimum. It is hard to see the same coincident pattern over
the solar minimum around 1996. The temperature over the 1989/1990 winter is at odds with the solar
maximum during that period, and temperatures around 1999 to 2003 do not appear to increase with the
2001 solar maximum. Reasons for this will be discussed in section 3.3.

In section 3.1, we explain how the mean climatology is removed from the time series to subtract the effect of
seasonal variations from the data set. In section 3.2, solar cycle dependence is investigated. In section 3.3, the
new and updated long-term trend is presented and discussed in terms of sources of temperature variability
and changes in the altitude of the OH* layer. The trend is also compared with the previous trend update and
trends from other sites. Monthly trends are evaluated in section 3.4.

3.1. Subtraction of Climatology

The seasonal variation is largely a result of the mean meridional flow. The method described in French and
Klekociuk [2011] and Azeem et al. [2007] was used to subtract effects of seasonal variations from the data set.
First, the time series was superposed by day of year, and daily averages for the same day of year were
calculated. Then a 5-day running mean of these daily averages was applied. The running mean values
obtained were then considered to be the mean winter climatology. To remove the effects of seasonal
variations from the temperature record, the mean climatology for each day of year was subtracted from each
daily temperature in the data set. The superposed temperatures with the 5 day running mean are shown in
Figure 3. A more detailed description of the seasonal variations in the Longyearbyen OH* temperature data
set can be found in Holmen et al. [2014].

Seasonal averages of the residual temperatures were estimated as the mean of daily averaged temperatures
measured from November through February. Earlier trend estimates on the temperature record have used

85/86 88/89 91/92 94/95 97/98 00/01 03/04 06/07 09/10 12/13
170

180

190

200

210

220

230

240

250

260

Year

O
H

* 
ro

ta
tio

na
l t

em
pe

ra
tu

re
 [K

]

20

50

80

110

140

170

200

230

260

290

F
10

.7
 c

m
 s

ol
ar

 r
ad

io
 fl

ux
 [S

F
U

]

Figure 2. Seasonal averages of OH* temperatures before correction for
seasonality and solar response. Seasonal averages are averages from
November through February. Standard deviations are plotted as errorbars.
Meteor radar temperatures at 90 km (November–February averages) from
the NSMR radar in Longyearbyen are plotted as red bullets with standard
deviations as errorbars. Variation of F10.7 cm solar radio flux during the
same period is plotted as a green line.
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the average of December and January as
the seasonal average, but since the
temperatures are now corrected for
seasonal variations we choose to include
the whole data set.

3.2. Solar Cycle Dependence

According to most recent studies on
mesospheric long-term trend
assessments, solar activity is believed to
have an effect on mesospheric
temperatures [e.g., Azeem et al., 2007;
Offermann et al., 2010]. To subtract the
effect from the data set wemust know the
level of influence. When it comes to
irradiance and appearance, several
measures of solar variation exist. In this
paper, three different measures have been
used to investigate solar dependence on

OH* temperatures: The 11 year sunspot cycle (SSN), the F10.7 cm solar radio flux and total solar irradiance
(TSI). The 11-year solar cycle is the periodic variation of the number of sunspots on the Sun. Records of the
daily sunspot number are freely available from Solar Influences Data Analysis Center (SIDC). The F10.7 cm
solar flux is a measure of the solar radio flux per unit frequency at a wavelength of 10.7 cm, near the peak of
the observed solar radio emission. The global daily value of this index is measured at local noon at the
Penticton Radio Observatory in Canada, and it has beenmeasured daily since 1947. It is freely available on the
webpage of National Geophysical Data Center (NGDC), a part of the National Oceanic and Atmospheric
Administration (NOAA). The total solar irradiance is the spatially and spectrally integrated solar radiation
incident at the top of the Earth’s atmosphere. The time series used is the Active Cavity Radiometer Irradiance
Monitor (ACRIM) composite, available at the ACRIM web page.

A solar response coefficient can be defined as howmany Kelvin of themeasuredmesospheric temperatures that
are accredited variability in solar activity. This coefficient can be estimated by the linear fit to a scatterplot of OH*
residual temperatures against the different measures of solar activity. The slope of the linear fit is the solar
response coefficient. Solar forcing, correlations, and 95% confidence limits for all threemeasures of solar activity
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Figure 3. Superposition of the Longyearbyen OH* temperatures by day
of year. Grey dots are the daily averaged OH* temperatures and the
black lines represent ± 1 standard deviation. The blue line is the 5-day
running mean.

Table 3. Solar Forcinga

Pearson’s r Solar Forcing 95% Confidence Intervals

F10.7 cm
Daily average 0.12* 3.7 K ± 0.9 K/100 SFU +1.9 K< S<+5.5 K
Monthly average 0.21^ 4.4 K ± 2.4 K/100 SFU �0.3 K< S<+9.1 K
Monthly average minus SSW 0.25^ 5.1 K ± 2.7 K/100 SFU �0.4 K< S<+10.6 K
Seasonal average 0.20 3.6 K ± 4.0 K/100 SFU �4.7 K< S<+11.9 K
Total solar irradiance (TSI)

Daily average 0.15* 3.7 K± 0.8 K/Wm�2 +2.2 K< S<+5.2 K
Monthly average 0.27* 4.8 K± 2.1 K/Wm�2 +0.7 K< S<+8.9 K
Monthly average minus SSW 0.32* 6.5 K± 2.6 K/Wm�2 +1.2 K< S<+11.9 K
Seasonal average 0.29 4.5 K± 3.2 K/Wm�2 �2.5 K< S<+10.8 K
Sunspot cycle

Daily average 0.11* 3.3 K ± 0.9 K/100 spots +1.5 K< S<+5.0 K
Monthly average 0.20^ 4.5 K ± 2.5 K/100 spots �0.4 K< S<+9.4 K
Monthly average minus SSW 0.17 3.6 K ± 2.8 K/100 spots �2.0 K< S<+9.1 K
Seasonal average 0.20 4.0 K ± 4.3 K/100 spots �4.9 K< S<+12.9 K

aCorrelations, solar forcing coefficients, and 95% confidence limits calculated for three different measures of solar
activity against the seasonally corrected OH* residuals. The solar forcing coefficients for the seasonal averages are com-
puted usingmultivariate regression. Note the different units on the solar forcing coefficients. *: correlation at better than
95% significance. ^: correlation at better than 90% significance.
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are listed in Table 3. The temperature
residuals were averaged over a monthly and
seasonal time scale. By averaging over a
monthly time scale, the effect of planetary
wave variability is reduced. SSWs are events
caused by planetary waves and may last for
several weeks. Since these events apparently
have a significant influence on mesospheric
temperatures [Hoffmann et al., 2007], months
where SSWs were present were excluded to
see if that made any difference. SSW periods
were identified using reanalysis
temperatures and winds provided through
the Modern-Era Retrospective analysis for
Research and Applications (MERRA) project,
available as annual meteorological statistics
at the NASA webpage.

The highest correlation was achieved for
the OH* residuals against the TSI but only slightly better than for the F10.7 cm solar flux and SSN. It is hard to
say why the correlation was highest between TSI and the temperature residuals. Correlation between SSN
and the OH* residuals may be biased by that even though the number of sunspots may be zero for many days
in a row, the OH* temperatures still vary. The correlations are overall lower than correlations achieved for
some other high-latitude sites [Azeem et al., 2007; French and Klekociuk, 2011]. The correlation increases
slightly when excluding SSW months, except for SSN. By eliminating SSW months, we are left with a data set
that is dynamically quieter. This is not representative for average conditions. Therefore, we do not exclude
SSW periods in further analyses.

There may be a phase difference between solar input and solar response. This can affect the magnitude of
the solar response coefficient [Wynn and Wickwar, 2009; French and Klekociuk, 2011]. A cross-correlation
analysis was performed to check if the correlation improved when a time lag was applied to the data sets. Lag
correlation of the daily residuals with daily TSI, F10.7 cm solar flux and SSN is shown in Figure 4. Peak
correlation for the association of TSI and temperature occurs at a lag of ~80 days. The correlation coefficients
between the residuals and both F10.7 and SSN peaks at where the solar activity measures lead the
temperature by ~65 days. At this point, F10.7 correlation (r= 0.28) exceeds both SSN and TSI correlation. By
applying a 65 day lag between the daily residuals and the corresponding F10.7 data, the solar response
coefficient becomes 8.8 K ± 0.9 K/100 solar flux units (SFU). This is a significantly higher response than at zero
lag. By applying the same time lag to the monthly averaged residuals and F10.7, the solar response is
6.4 K ± 2.3 K/100 SFU, also higher than at zero lag.

French and Klekociuk [2011] found a time lag between solar input and OH* temperature response of ~160days.
Shapiro et al. [2012] found highest correlations between tropical mesospheric OH* and Lyman-α irradiance at
about zero time lag. The zero time lag was justified by the short lifetime of OH*. According toWynn andWickwar
[2009], it is reasonable to have phase lags between the solar input and the atmospheric response of up to several
years at 90 km height. It is hard to find a plausible explanation for why the correlations are higher at lags of ~65
and ~80days. Since we do not have continuous airglow measurements for all days or months in the winter
seasons from 1983 to 2013 the lag-correlation analysis must be evaluated with caution.

A solar response around 4 K/100 SFU retrieved with the F10.7 cm index is comparable with what is reported
for other locations in polar regions and midlatitudes during the last decade [She and Krueger, 2004; Azeem
et al., 2007;Offermann et al., 2010; French and Klekociuk, 2011]. Schmidt et al. [2006] reported that temperature
response in the mesopause to the solar cycle lies between 2 and 10 K. However, Hall et al. [2012] found a solar
response coefficient of 16 K/100 SFU for the temperature series derived from the NSMR radar in Adventdalen,
Longyearbyen. This is significantly higher than our response coefficient. It is likely that the main explanation
for the large difference is the difference in time span of the two temperature series. While the OH*
temperatures go back to 1983, the meteor radar temperatures go back to 2001. When only taking the OH*
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Figure 4. Lag-correlation analysis of daily averaged temperature resi-
duals with corresponding daily values of total solar irradiance (TSI),
F10.7 cm solar radio flux, and the sunspot number.
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temperatures from 2001 to 2011 into
consideration, we get a solar response
coefficient of 10.9 K/100 SFU. This is
significantly higher than the coefficient
estimated for the whole time period but
still less than what was found by Hall et al.
[2012]. A 10.9 K/100 SFU response is within
the 95% confidence interval for the solar
forcing of the overall fit to the data by
F10.7 cm (see Table 3).

Sigernes et al. [2003] reported that there
seemed to be no connection between the
F10.7 cm flux and the OH* temperatures for
the Longyearbyen data set from 1983 to
2001. Calculating the solar response
coefficient for this time period gives a result
that is close to 0 K/100 SFU. The length of
the time series may be a reason for this. A
long time series is required to assure a
reliable result. The zero response from 1983
to 2001 is within the 95% confidence
interval of the overall fit to the data.

Offermann et al. [2010] raise the question
whether the solar response coefficient obtained by a linear fit between temperature and solar flux index
gives an optimal approximation of the true value. They argued that the length of the time series at least had
to be longer than one solar cycle, but even a long time series gives no guarantee for a correctly determined
solar response coefficient.

3.3. Updated Trend, 1983–2013

A multivariate regression fit of the form Fittemp = Y.Trend + S.F107 + const was made to detect the long-term
coefficient coupled with the solar cycle coefficient. This was done to take both parameters into account
simultaneously. Figure 5 shows the multivariate fit to the seasonal temperatures with climatology removed,
with no F10.7 lag.

Figure 6 shows a scatterplot of the
seasonally averaged temperatures against
the corresponding F10.7 cm solar flux
values. The decoupled solar cycle
component is 3.6 K ± 4.0 K/100 SFU.
Figure 5 shows the decoupled long-term
trend component. The uncertainty of the
trend was estimated by removing 1 year at
the time from the time window and
estimating trends based on the remaining
data points. This is commonly referred to as
the bootstrap method. The standard
deviation of the trends was considered the
overall uncertainty [Efron and Tibshirani,
1993]. The long-term temperature trend is
�0.2 K ± 0.5 K/decade. By performing a
multivariate regression analysis with TSI
values, which gave a higher correlation
with the residuals at zero lag, the solar
response coefficient is 4.2 K ± 3.2 K/Wm�2.

82/83 85/86 88/89 91/92 94/95 97/98 00/01 03/04 06/07 09/10 12/13
−40

−30

−20

−10

0

10

20

30

40

Year

O
H

* 
re

si
du

al
 te

m
pe

ra
tu

re
s 

[K
]

Solar response: 3.6 K ± 4.0 K/100 SFU
Long−term trend: −0.2 K ± 0.5 K/decade

Figure 5. Hydroxyl (OH*) residual temperatures from Longyearbyen,
1983–2013, corrected for seasonal variations and solar response.
Standard deviations are plotted as errorbars. Blue circles are season-
ally averaged residuals corrected for climatology. The red line is the
multivariate fit to the climatologically corrected residuals of the form
FitT= Y.Trend+ S.F107+ const. Seasonal averages corrected also for
solar response are plotted as black bullets with standard deviations as
errorbars. The blue line is the linear long-term trend.
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Figure 6. Scatterplot of the seasonally averaged temperatures against
the corresponding F10.7 cm solar flux values. Standard deviations are
plotted as errorbars. The blue line is the linear fit to the data.
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The corresponding long-term trend
is �0.7 K ± 0.5 K/decade. Ninety-five
percent confidence limits for the
seasonal trends are listed in Table 4.

There is variability in the
temperature data set that is not
accounted for by the seasonal
variation or the solar cycle and long-
term trend component. The

regression fit is not an optimal fit to the residual temperatures. Around the cold period from 2008 to 2010, the
difference between the regression fit and the seasonally averaged residual temperatures is between 10 and
20 K. The remaining variability may be explained by, e.g., planetary waves, gravity waves, SSWs, and
instrument calibration uncertainty. SSWs occur quite often in the Northern Hemisphere and are believed to
be connected with mesospheric processes [Hoffmann et al., 2007]. During the 1980s and after 2000, a large
number of SSWs were detected (close to one major or minor warming per Arctic winter). As a contrast, very
few SSWs were detected in the 1990s [Kuttipurath and Nikulin, 2012]. In the Southern Hemisphere, only one
SSW has ever been observed. This occurred in September 2002 [Peters et al., 2007]. This may help explain why
the variability in OH* temperatures is much larger in our data compared to, e.g., data from the Davis and the
Amundsen-Scott South Pole stations. Gravity wave activity may be a source of temperature variability.
However, both the Davis and the Amundsen-Scott stations experience substantial gravity wave activity
[Beldon and Mitchell, 2009]. The remaining variability in temperatures not accounted for by the multivariate fit
is thus not completely understood.

Another factor that can affect temperature variations and trends is changes in the altitude of the OH* layer.
The height profile of the hydroxyl emission is determined by the shape of the bottom side of the atomic
oxygen emission, i.e., the atomic oxygen scale height relative to that of the neutral atmosphere [Beig et al.,
2003]. The peak altitude is controlled mainly by the rate of downward diffusion and gravity waves, tides, and
planetary-scale disturbances which cause vertical motion of the peak. There is an inverse correlation between
OH* altitude and integrated emission rate, and the brightness/intensity increases as the altitude decreases
[e.g., Liu and Shepherd, 2006]. Thus, the hydroxyl rotational temperature corresponds, in general, neither
to the temperature at a particular altitude nor to a particular pressure surface. Still, it is considered a good
proxy for the temperature at the peak altitude [Beig et al., 2003].

The peak altitude of the OH* layer has been established by rocket and satellite measurements and is
generally considered to be 87 km with a full width at half maximum (FWHM) of 8 km [Baker and Stair, 1988].
However, recent satellite measurements from polar latitudes have shown that the peak altitude of the OH*
emissions can range from 75 to >90 km, particularly during winters when the polar vortex is disturbed and
SSWs occur [Winick et al., 2009]. They also found that there is a longitudinal asymmetry depending on the
position of the polar vortex. Furthermore, the peak altitude also varies with the upper vibrational level of the
transition, and a recent paper found that it changes by about 0.5 km per vibrational level, the higher
vibrational levels peaking at a higher altitude [von Savigny et al., 2012]. Since our paper presents data from
only one vibrational band, the latter is not important to consider for this study.

For the Svalbard data, the inverse relationship between OH* peak altitude and emission rate/temperature
has been verified using data from the winter season 2003–2004 [Mulligan et al., 2009], when the OH* layer
peak altitude ranged from 76 to 90 km during a period of a highly disturbed circulation system over the
Arctic. The low altitudes were attributed to downwelling due to the strengthening of the polar vortex after
an SSW in January–February 2004 [Dyrland et al., 2010]. A temperature increase of the order of 15 K was
attributed to the lowering of the layer, so the altitude is definitely a key factor in determining the OH*
temperature [Dyrland et al., 2010]. Similarly, low OH* peak altitudes were observed after the SSW in 2006
[Winick et al., 2009]. Whether the relatively low temperatures from 2008 to 2010 can be connected to an
unusually high OH* peak would be very interesting to study but is beyond the scope of this paper. To
verify this, we would need satellite data overlapping our data. The only instrument that could provide this
is SABER (Sounding of the Atmosphere using Broadband Emission Radiometry) on the TIMED
(Thermosphere Ionosphere Mesosphere Energetics Dynamics) satellite. However, these data would only be

Table 4. Seasonal and Monthly Trends

Linear Trend 95% Confidence Intervals

Seasonal (F10.7 cm) �0.2 K ± 0.5 K/decade �4.2 K< Y<+4.0 K
Seasonal (TSI) �0.7 K ± 0.5 K/decade �4.9 K< Y<+3.4 K
November +4.5 K± 1.1 K/decade �2.6 K< Y<+11.5 K
December �2.9 K ± 0.5 K/decade �7.0 K< Y<+12.2 K
January +1.4 K± 0.6 K/decade �4.3 K< Y<+7.1 K
February +2.9 K± 1.0 K/decade �6.4 K< Y<+12.2 K
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available for the latter part of the time series. Alternatively, the peak altitude could be modeled following
the empirical measurements of OH* band intensity [Mulligan et al., 2009; Liu and Shepherd, 2006]. However,
the limited accuracy of the sensitivity calibrations (due to reasons mentioned in section 2.2: weather
conditions, temperature, lamp currents etc.) makes it very difficult to verify the absolute intensity values
for the data.

Compared to the last trend analysis done by Dyrland and Sigernes [2007], the new trend is now negative, but
not significantly different from zero. The seasonally adjusted temperature residuals in, e.g., the 2009/2010
winter season is close to 10 K colder than for any of the other seasons. The period of lower temperatures
around 2008 to 2010 contributes to that the trend is a near-zero trend, compared to the slightly positive trend
found by Dyrland and Sigernes [2007].

Hall et al. [2012] found a negative trend of �4 K±2K/decade for the meteor radar temperatures from
Longyearbyen. The reason for the large difference in trend is partly explained by the difference in solar response
due to the time span of the two data sets and the fact that the meteor radar temperatures are recorded all year-
round. Therefore, also summer trends are included in themeteor radar temperature trend. Some studies indicate
that negative temperature trends in the mesosphere are most evident during summer, but others disagree
[Lübken, 2000; Bremer and Berger, 2002; Beig et al., 2008]. Also, the OH* emission peak altitude is slightly different
from the altitude for maximum echo occurrence rate observed by the meteor radar [Hall et al., 2012].

Other studies on long-term mesospheric temperature trends from midlatitude and high-latitude sites
report mostly negative or near-zero trends. Semenov [2000] found a negative trend of �9.2 K ± 0.8
K/decade for the winter mesosphere over several stations at midlatitudes. Temperatures were derived
from rocket soundings, OH* airglow, lidar measurements, and interferometric measurements of oxygen
emissions. Reisin and Scheer [2002] also reported a negative trend, �10.5 K ± 0.8 K/decade, for airglow
temperatures measured at El Leoncito (32°S, 69°W). The more recent study of Offermann et al. [2010]
showed a trend of �2.3 K ± 0.6 K/decade from the OH* temperature series from Wuppertal (51°N, 7°E).
Studies from high-latitude sites show no clear pattern. French and Klekociuk [2011] reported a trend of
�1.2 K ± 0.9 K/decade for the Davis station (68°S, 78°E) in Antarctica for the period 1995 to 2011. Azeem
et al. [2007] reported a trend of +1.0 K ± 2.0 K/decade for the period 1994 to 2004 for the South Pole
Station (90°S). Model simulations of the mesopause region indicate trends usually below 1 K/decade [Beig
et al., 2003]. Our trend is in line with this.
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Figure 7. Monthly trends for November through February. Blue, hollow circles represent seasonally corrected residual tempera-
tures. Red lines represent multivariate fits to the residuals. Monthly hydroxyl (OH*) temperatures corrected for both seasonal
variations and solar response is plotted as black bullets, with standard deviations as errorbars. Blue lines are linear trends.
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3.4. Monthly Trends

Monthly trends give an understanding of the seasonal variability of trends. Monthly averages were estimated
for months with 4 or more days of retrieved data. Trends were estimated making multivariate regression fits.
Uncertainties were calculated using the bootstrap method. Figure 7 shows the monthly residuals,
multivariate fits, and linear trends for November through February. Trends and 95% confidence limits for all
4months are listed in Table 4. The same pattern as for the data series as a whole, with low temperatures from
2008 to 2010, can also be seen in the monthly averages.

All monthly trends are positive, except for December. However, the 95% confidence intervals do not rule out
negative trends for November, January, and February, or a positive trend for December.

Offermann et al. [2010] found negative trends for December, January, and February, while the trend for
November was close to zero. French and Klekociuk [2011] found a trend close to zero for May, June, and July
(corresponding to November, December, and January in the Northern Hemisphere) and a cooling trend for
August (corresponding to February in NH). There seem to be few similarities between their monthly trends
and ours. This indicates that there are high uncertainties, but also that the OH* layer in different parts of the
world is influenced differently by gravity and planetary waves, solar variability, etc.

4. Summary and Conclusions

In this study, the long-term trend of the currently 30 year long hydroxyl airglow temperature series from
Longyearbyen is updated. The mean climatology was subtracted from the data set to remove effects from
seasonal variations. In the previous trend updates, the winter average has been calculated from temperatures
from December and January, but since the temperatures in this paper have been seasonally corrected also
November and February temperatures are included. Solar cycle dependence was investigated by looking into
three different measures of solar variation; the F10.7 cm solar radio flux, the sunspot number, and the total
solar irradiance. Highest correlation was achieved for OH* temperatures against TSI but only slightly better
than for F10.7 and SSN. A solar response coefficient of around 4 K/100 SFU was obtained from the slope of
linear fits to scatterplots of the temperature residuals against the F10.7 cm solar radio flux.

A lag-correlation analysis was performed on the data set to check for correlation improvement when a time
lag was applied. Peak correlation for OH* temperatures and F10.7 occurred at a lag of ~65 days. At this point,
F10.7 correlation exceeded SSN and TSI correlations. The lag-correlation analysis must be evaluated with
caution since the data set is not continuous.

A multivariate regression fit of the form Fittemp = Y.Trend + S.F107 + const was made to detect long-term trend
coupled with solar response. Decoupled solar response is 3.6 K ± 4.0 K/100 SFU, and the updated long-term
trend of the Longyearbyen hydroxyl temperature series is �0.2 K ± 0.5 K/decade. Cold winter seasons
between 2008 and 2010 turn the new trend slightly negative compared to the previous trend update by
Dyrland and Sigernes [2007]. The cold winters occurred during a period of solar minimum, and this solar
minimum is the weakest registered in nearly 100 years. Temperatures from the NSMR radar near
Longyearbyen show the same tendency as the airglow temperatures.

There is variability in the data set not accounted for by seasonal variation or the solar cycle and long-term
trend components. Remaining variability may be caused by planetary waves, gravity waves, and SSWs, but
this issue is not fully understood. Also, changes in the altitude of the OH* layer can affect temperature
variations. The peak altitude of the OH* emissions can change particularly during winters when the polar
vortex is disturbed and SSWs occur.

The recent trend analysis on temperatures at 90 km altitude using meteor radar observations from
Longyearbyen by Hall et al. [2012] shows a more negative trend and a stronger solar response for the meteor
radar temperatures. One reason may be the different lengths of the time series. Our trend is in line with
climate models that predict only small changes in temperature in the mesopause region with increasing CO2

emissions [Beig et al., 2003].

Monthly trends were also evaluated using multivariate regression fits. The analysis reveals that trends for
November, January, and February are positive, while the December trend is negative. However, 95% confidence
intervals do not rule out a positive December trend and negative trends for the other winter months.
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Abstract. The turbopause is the demarcation between atmo-

spheric mixing by turbulence (below) and molecular diffu-

sion (above). When studying concentrations of trace species

in the atmosphere, and particularly long-term change, it may

be important to understand processes present, together with

their temporal evolution that may be responsible for redis-

tribution of atmospheric constituents. The general region of

transition between turbulent and molecular mixing coincides

with the base of the ionosphere, the lower region in which

molecular oxygen is dissociated, and, at high latitude in sum-

mer, the coldest part of the whole atmosphere.

This study updates previous reports of turbopause altitude,

extending the time series by half a decade, and thus shedding

new light on the nature of change over solar-cycle timescales.

Assuming there is no trend in temperature, at 70◦ N there

is evidence for a summer trend of ∼ 1.6 km decade−1, but

for winter and at 52◦ N there is no significant evidence for

change at all. If the temperature at 90 km is estimated us-

ing meteor trail data, it is possible to estimate a cooling rate,

which, if applied to the turbopause altitude estimation, fails

to alter the trend significantly irrespective of season.

The observed increase in turbopause height supports a hy-

pothesis of corresponding negative trends in atomic oxygen

density, [O]. This supports independent studies of atomic

oxygen density, [O], using mid-latitude time series dating

from 1975, which show negative trends since 2002.

1 Introduction

The upper mesosphere and lower thermosphere (UMLT)

regime of the atmosphere exhibits a number of features, the

underlying physics of which are interlinked and, relative to

processes at other altitudes, little understood. At high lati-

tude, the summer mesopause, around 85 km is the coldest

region in the entire atmosphere. The UMLT is, inter alia,

characterised by the base of the ionosphere, dissociation of

molecular species (for example oxygen) by sunlight, and, the

focus in this study, the transition from turbulent mixing to

distribution of constituents by molecular diffusion. The alti-

tude at which transition turbulence-dominated mixing gives

way to molecular diffusion is known as the turbopause, and

typically occurs around 100 km, but displaying a seasonal

variation, being lower in summer (e.g. ∼ 95 km) and higher

in winter (e.g. ∼ 110 km) (Danilov et al., 1979). Many pro-

cesses in the UMLT are superimposed and linked. One exam-

ple is where the mesopause temperature structure determines

the altitude dependence of breaking of upwardly propagating

gravity waves (e.g. McIntyre, 1991) and thus generation of

turbulence. Indeed, the concept of a “wave turbopause” was

proposed by Offermann et al. (2007) and compared with the

method used forthwith by Hall et al. (2008). Prevailing winds

filter or even inhibit propagation of gravity waves generated

in the lower atmosphere, and the static stability (or lack of it)

of the atmosphere dictates the vertical distribution of gravity

wave saturation and breaking. The generation of turbulence

and its height distribution vary with season and similarly af-

fect the turbopause altitude (e.g. Hall et al., 1997). Turbu-

lence is somewhat distributed through the high-latitude win-
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ter mesosphere, whereas in summer the gravity waves “save

their energy” more until reaching the “steep beach” (a vi-

sualisation attributable to M. E. McIntyre, personal commu-

nication, 1988) of the summer mesopause near 85 km. Ver-

tical transport by turbulent mixing and horizontal transport

by winds redistribute constituents such as atomic oxygen,

hydroxyl and ozone. Thus, long-term change in trace con-

stituents cannot be fully explained in isolation from studies

of corresponding change in temperature and neutral dynam-

ics.

One means of locating the turbopause is to measure the

concentration of particular species as a function of height

and noting where the constituents exhibit scale heights that

depend on their respective molecular weights (e.g. Danilov

et al., 1979). Detection of turbulence and estimation of its

intensity is non-trivial because direct measurement by radar

depends on turbulent structures being “visible” due to small

discontinuities in refractive index (e.g. Schlegel et al., 1978,

and Briggs, 1980). At 100 km, this implies some degree of

ionisation and even in situ detectors often depend on ionisa-

tion as a tracer (e.g. Thrane et al., 1987). A common means

of quantifying turbulent intensity is the estimation of tur-

bulent energy dissipation rate, ε. In the classical visualisa-

tion of turbulence in two dimensions, large vortices gener-

ated by, for example, breaking gravity waves or wind shears

form progressively smaller vortices (eddies) until inertia is

insufficient to overcome viscous drag in the fluid. Viscosity

then “removes” kinetic energy and transforms it to heat. This

“cascade” from large-scale vortices to the smallest-scale ed-

dies capable of being supported by the fluid, and subsequent

dissipation of energy, was proposed by Kolmogorov (1941)

but more accessibly described by Batchelor (1953) and, for

example, Kundu (1990). At the same time, a minimum rate

of energy dissipation by viscosity is supported by the atmo-

sphere (defined subsequently). The altitude at which these

two energy dissipation rates are equal is also a definition

of the turbopause and corresponds to the condition where

the Reynolds number, the ratio between inertial and viscous

forces, is unity.

The early work to estimate turbulent energy dissipa-

tion rates using medium-frequency (MF) radar by Schlegel

et al. (1978) and Briggs (1980) was adopted by Hall et

al. (1998a). The reader is referred to these earlier publica-

tions for a full explanation, but in essence velocity fluctu-

ations relative to the background wind give rise to fading

with time of echoes from structures in electron density drift-

ing through the radar beam. While the drift is determined

by cross-correlation of signals from spaced receiver anten-

nas, autocorrelation yields fading times which may be in-

terpreted as velocity fluctuations (the derivation of which is

given in the following section). The squares of the velocity

perturbations can be equated to turbulent kinetic energy and

then when divided by a characteristic timescale become en-

ergy dissipation rates. Energy is conserved in the cascade to

progressively smaller and more numerous eddies such that

the energy dissipation rate is representative of the ultimate

conversion of kinetic energy to heat by viscosity. Hall et

al. (1998b, 2008) subsequently applied the turbulent inten-

sity estimation to identification of the turbopause. The lat-

ter study, which offers a detailed explanation of the analysis,

compares methods and definitions and represents the starting

point for this study. In addition, Hocking (1983, 1996) and

Vandepeer and Hocking (1993) offer a critique on assump-

tions and pitfalls pertaining to observation of turbulence us-

ing radars. For the radars to obtain echoes from the UMLT,

a certain degree of ionisation must be present and daylight

conditions yield better results than night-time, and similarly

results are affected by solar cycle variation. However, there

is a trade-off: too little ionisation prevents good echoes while

too much gives rise to the problem of group delay of the

radar wave in the ionospheric D region. Space weather ef-

fects that are capable of creating significant ionisation in the

upper mesosphere are infrequent, and aurora normally oc-

cur on occasional evenings at high latitude, and then only

for a few hours’ duration at the most. Of the substantial data

set used in this study, however, only a small percentage of

echo profiles are expected to be affected by auroral precip-

itation that would cause problematic degrees of ionisation

below the turbopause. While it must be accepted that group

delay at the radar frequencies used for the observations re-

ported here cannot be dismissed, the MF-radar method is the

only one that has been available for virtually uninterrupted

measurement of turbulence in the UMLT region over the past

decades.

Full descriptions of the radar systems providing the un-

derlying data used here are to be found in Hall (2001) and

Manson and Meek (1991); the salient features of the radars

relevant for this study are given in Table 1.

2 Analysis methodology

The characteristic fading time of the signal, τc, is used to de-

fine an indication of the upper limit for turbulent energy dis-

sipation present in the atmosphere, ε′, as explained above.

First, velocity fluctuations, v′, relative to the background

wind are identified as

v′ =
λ
√

ln2

4πτc

, (1)

where λ is the radar wavelength. This relationship has been

presented and discussed by Briggs (1980) and Vandepeer and

Hocking (1993). In turn v′2 can be considered to represent

the turbulent kinetic energy of the air such that the rate of

dissipation of this energy is obtained by dividing by a charac-

teristic timescale. If the Brunt–Väisälä period TB (= 2π/ωB

where ωB is the Brunt–Väisälä frequency in rad s−1) can be

a characteristic timescale, then it has been proposed that

Atmos. Chem. Phys., 16, 2299–2308, 2016 www.atmos-chem-phys.net/16/2299/2016/
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Table 1. Salient radar parameters.

Parameter Tromsø Saskatoon

Geographic coordinates 69.58◦ N, 19.22◦ E 52.21◦ N, 107.11◦ E

Operating frequency 2.78 MHz 2.22 MHz

Pulse length 20 µs 20 µs

Pulse repetition frequency 100 Hz 60 Hz

Power (peak) 50 kW 25 kW

Antenna beamwidth 17◦ at −3 dB 17◦ at −6 dB

Altitude resolution 3 km 3 km

Time resolution (post-analysis) 5 min 5 min

ε′ = 0.8v′2/TB, (2)

the factor 0.8 being related to an assumption of a total veloc-

ity fluctuation (see Weinstock, 1978). Alternatively, this can

be expressed as

ε′ = 0.8v′2ωB/2π, (3)

wherein the Brunt–Väisälä frequency is given by

ωB =

√(
dT

dz
+
g

cp

)
g

T
, (4)

where T is the neutral temperature, z is altitude, g is the ac-

celeration due to gravity and cp is the specific heat of the air

at constant pressure. Due to viscosity, there is a minimum en-

ergy dissipation rate, εmin, present in the atmosphere, given

by

εmin = ω
2
Bν/β, (5)

where ν is the kinematic viscosity. The factor β, known as

the mixing or flux coefficient (Oakey, 1982; Fukao et al.,

1994; Pardyjak et al., 2002), is related to the flux Richard-

son number Rf (β = Rf/(1−Rf)). Rf is in turn related to the

commonly used gradient Richardson number, Ri, by the ratio

of the momentum to thermal turbulent diffusivities, or turbu-

lent Prandtl number (e.g. Kundu, 1990). Fukao et al. (1994)

proposed 0.3 as a value for β. The relationships are fully de-

scribed by Hall et al. (2008). The MF-radar system employed

here to estimate turbulence is not well suited to estimating Ri

due to the height resolution of 3 km; moreover more detailed

temperature information would be required to arrive at Rf.

Anywhere in the atmosphere, energy dissipation is by the

sum of the available processes. In this study, therefore, the

turbulent energy dissipation rate can be considered the total

rate minus that corresponding to viscosity:

ε = ε′− εmin. (6)

Importantly, the kinematic viscosity is given by the dynamic

viscosity, µ, divided by the density, ρ:

ν = µ/ρ. (7)

Thus, since density is inversely proportional to temperature,

kinematic viscosity is (approximately) linearly dependent on

temperature; ω2
B is inversely proportional to temperature and

therefore εmin is approximately independent of temperature.

On the other hand, ε′ is proportional to ωB and therefore in-

versely proportional to the square root of temperature.

If we are able to estimate the energy dissipation rates de-

scribed above, then the turbopause may be identified as the

altitude at which ε = εmin. This corresponds to equality of

inertial and viscous effects and hence the condition where

Reynolds number, Re, is unity as explained earlier.

To implement the above methodology, temperature data

are required. Since observational temperature profiles can-

not be obtained reliably, NRLMSISE-00 empirical model

(Picone et al., 2002) profiles are, of necessity, used in the

derivation of turbulent intensity from MF-radar data. The

reasons for this are discussed in detail in the following sec-

tion. While a temperature profile covering the UMLT region

is not readily available by ground-based observations from

Tromsø, meteor-trail echo fading times measured by the Nip-

pon/Norway Tromsø Meteor Radar (NTMR) can be used to

yield neutral temperatures at 90 km altitude. Any trend in

temperature can usefully be obtained (the absolute values

of the temperatures being superfluous since they are only

available for one height). The method is exactly the same

as used by Hall et al. (2012) to determine 90 km tempera-

tures over Svalbard (78◦ N) using a radar identical to NTMR.

Hall et al. (2005) investigate the unsuitability of meteor radar

data for temperature determination above∼ 95 km and below

∼ 85 km. In summary, ionisation trails from meteors are ob-

served using a radar operating at a frequency less than the

plasma frequency of the electron density in the trail (this is

the so-called “underdense” condition). It is then possible to

derive ambipolar diffusion coefficientsD from the radar echo

decay times, τmeteor (as distinct from the corresponding fad-

ing time for the medium-frequency radars), according to
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τmeteor =
λ2

16π2D
, (8)

wherein λ is the radar wavelength. Thereafter the tempera-

ture T may be derived using the relation

T =

√
P ·D

6.39× 10−2K0

, (9)

where P is the neutral pressure and K0 is the zero field mo-

bility of the ions in the trail (here we assume K0 = 2.4×

10−4 m−2 s−1 V−1) (McKinley, 1961; Chilson et al., 1996;

Cervera and Reid, 2000; Holdsworth et al., 2006). The pres-

sure, P , was obtained from NRLMSISE-00 for consistency

with the turbulence calculations. In the derivations by Dyr-

land et al. (2010) and Hall et al. (2012), for example, temper-

atures were then normalised to independent measurements

by the MLS (Microwave Limb Sounder) on board the EOS

(Earth Observing System) Aura spacecraft launched in 2004.

The MLS measurements were chosen because the diurnal

coverage was constant for all measurements, and it was there-

fore simpler to estimate values that were representative of

daily means than other sources such as SABER. In this way,

the influence of any systematic deficiencies in NRLMSISE-

00 (e.g. due to the age of the model) was minimised.

3 Results and implications for changing neutral air

temperature

Following the method described above and by Hall et

al. (1998b, 2008), the turbopause position is determined as

shown in Fig. 1. The time and height resolutions of the MF

radars used for the investigation are 5 min and 3 km respec-

tively, and daily means of turbulent energy dissipation rate

profiles are used to determine corresponding turbopause al-

titudes. The figure shows the evolution since 1999: 70◦ N,

19◦ E (Tromsø) in the upper panel and 52◦ N, 107◦W (Saska-

toon) in the lower panel. Results are, of course, specific

to these geographical locations and it must be stressed that

they are in no way zonally representative (hereafter, though,

“70◦ N” and “52◦ N” may be used to refer to the two lo-

cations for convenience). Data are available from 1 Jan-

uary 1999 to 25 June 2014 for Saskatoon, but thereafter tech-

nical problems affected data quality. Data are shown from

1 January 1999 to 25 October 2015 for Tromsø. The cyan

background corresponding to the period 16 February 1999 to

16 October 2000 in the 70◦ N (Tromsø) panel indicates data

available but using different experiment parameters, and thus

70◦ N data prior to 17 October 2000 are excluded from this

analysis. A 30-day running mean is shown by the thick lines

with the shading either side indicating the standard deviation.

The seasonal variation is clear to see, and for illustrative pur-

poses, trend lines have been fitted to June and December val-

ues together with hyperbolae showing the 95 % confidence

limits in the linear fits (Working and Hotelling, 1929); the

seasonal dependence of the trends is addressed in more detail

subsequently. The months of June and December are chosen

simply because these correspond to the solstices and thus to

avoid any a priori conception of when one could anticipate

the maxima and minima to be. It is evident that, apart from

the seasonal variation, the mid-latitude turbopause changes

little over the period 1999–2014, whereas at high latitude

there is more change for the summer state over the period

2001–2015 (the summers of 1999 and 2000 being excluded

from the fitting due to changes in experiment parameters for

the Tromsø radar). To investigate the seasonal dependence of

the change further, the monthly values for 70 and 52◦ N are

shown in Fig. 2. Since 2001, the high-latitude turbopause has

increased in height during late spring and mid-summer but

otherwise remained constant. Since individual months are se-

lected the possibility of “end-point” biases is not an issue in

the trend-line fitting as would be the case if analysing en-

tire data sets with non-integer numbers of years. Even so,

certain years may be apparently anomalous, for example the

summer of 2003. In this study, the philosophy is to look for

any significant change in the atmosphere over the observa-

tional period. If anomalous years are caused by, for example,

changes in gravity-wave production (perhaps due to an in-

creasing frequency of storm in the troposphere) and filtering

in the underlying atmosphere, these too should be considered

part of climate change. The trend (or overall change) over the

observation period is indeed sensitive to exclusion of certain

years. Although not illustrated here, this was tested briefly:

selecting data from only 2004 onwards indicates no signif-

icant change for summer, but a slightly increased negative

winter change (to −1.7± 0.2 K decade−1); excluding only

2003 (the visually anomalous year) fails to alter the sum-

mer and winter values significantly at all. The above findings

represent an update of those by Hall et al. (1998b, 2008),

adding more years to the time series and therefore now cov-

ering a little over one solar cycle (the latter half of cycle 23

and first half of 24). As for the preceding papers and for con-

sistency the neutral atmosphere parameters (temperature and

density) required have been obtained from the NRLMSISE-

00 empirical model (Picone et al., 2002) and have been as-

sumed not to exhibit any trend over the observation period. In

other terms, 1-year seasonal climatology temperature mod-

els at 1-day resolution for 70 and 52◦ N and altitude range

appropriate for the respective radars are therefore used for

all years for consistency with earlier results and for consis-

tency between the two latitudes studied here. Satellite-based

temperature determinations are of course available, includ-

ing for example SABER (Sounding of the Atmosphere by

Broadband Emission Radiometry) on board TIMED (Ther-

mosphere Ionosphere Mesosphere Energetics and Dynam-

ics), which was launched in 2001. The temporal sampling by

such instruments makes the estimation of (for example) daily

means somewhat complicated. Moreover, the measurements

are not necessarily representative of the field of view of the
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Figure 1. Turbopause altitude as determined by the definition and method described in this paper. The thick solid line shows the 30-day

running mean and the shading behind it the corresponding standard deviations. The straight lines show the fits to summer and winter portions

of the curve. Upper panel: 70◦ N (Tromsø); lower panel: 52◦ N (Saskatoon). The cyan background in the 70◦ N panel indicates data available

but unused here due to different experiment parameters.

radar because the geographical coverage of remote sensing

data needs to be sufficiently large to obtain the required an-

nual coverage, since the sampling region can vary with sea-

son (depending on the satellite). Choice of the somewhat

dated NRLMSISE-00 model at least allows the geographi-

cal location to be specified and furthermore ensures a degree

of consistency between the two sets of radar observations and

also earlier analyses. The only ground-based temperature ob-

servations both available and suitable are at 70◦ N and 90 km

altitude as described earlier and used subsequently.

Next, we have attempted to investigate the effects of

changing temperature. In a very simplistic approach, hy-

pothetical altitude-invariant trends are imposed on the

NRLMSISE-00 profiles. In other words, the same hypothet-

ical trend is applied to all heights (in want of better infor-

mation) in the NRLMSISE-00 profile to generate evolving

(cooling or warming) temperature time series. The suggested

trends vary from −20 to +20 K decade−1, thus well encom-

passing any realistically conceivable temperature change (cf.

Blum and Fricke, 2008; Danilov, 1997, Lübken, 1999). The

result of applying hypothetical temperature trends to the

time-invariant turbopause heights shown earlier is demon-

strated in Fig. 3. Given the seasonal differences identified

earlier, four combinations are shown: summer (average of

May, June and July) and winter (average of November, De-

Figure 2. Trends for the period as a function of month. Upper panel:

70◦ N (Tromsø); lower panel: 52◦ N (Saskatoon).

cember and January) for each geographic location. Realis-

tic temperature trends can be considered within the range

±6 K decade−1 such that the only significant response of tur-

bopause height to temperature trend is for 70◦ N in summer.
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Figure 3. Response of turbopause trend line to different upper-mesosphere/lower-thermosphere temperature trends. Hypothetical trends range

from an unrealistic cooling of 20 K decade−1 to a similarly unrealistic warming. Top left: 70◦ N summer (average of May, June and July);

top right: 70◦ N winter (average of November, December and January); bottom left: 52◦ N summer; bottom right: 52◦ N winter. Observed

values for 70◦ N are also identified on the upper panels (dashed vertical lines) together with uncertainties (shading).

In addition, the figure includes estimated trends obtained

from observations, which shall be explained forthwith. The

salient point arising from the figure is that no realistic tem-

perature trend (at least given the simple model employed

here) has the capability of reversing the corresponding trend

in turbopause height.

In a recent study, Holmen et al. (2015) have built on

the method of Hall et al. (2012) to determine 90 km tem-

peratures over NTMR, as has been described in the pre-

vious section. This new work presents more sophisticated

approaches for normalisation to independent measurements

and investigation of the dependence of derived tempera-

tures on solar flux. Having removed seasonal and solar cy-

cle variations in order to facilitate trend-line fitting (as op-

posed to isolating a hypothetical anthropogenic-driven vari-

ation), Holmen et al. (2015) arrive at a temperature trend

of −3.6± 1.1 K decade−1 determined over the time interval

2004–2014 inclusive. This can be considered statistically sig-

nificant (viz. significantly non-zero at the 5 % level) since the

uncertainty (2σ = 2.2 K decade−1) is less than the trend itself

(e.g. Tiao et al., 1990).

Estimations of changes in temperature corresponding to

the period for determination of the turbopause were only vi-

able for 70◦ N, these being −0.8± 2.9 K decade−1 for sum-

mer and −8.1± 2.5 K decade−1 for winter, and these results

are indicated in Fig. 3. Again the simple idea of superimpos-

ing a gradual temperature change (the same for all heights)

on the temperature model used for the turbulence determina-

tion thus fails to alter the change in turbopause height sig-

nificantly, for the approximate decade of observations. Al-

though direct temperature measurements are not available for

the 52◦ N site, Offermann et al. (2010) report cooling rates

of ∼ 2.3 K decade−1 for 51◦ N, 7◦ E, and She et al. (2015)

∼ 2.8 K decade−1 for 42◦ N, 112◦W. As for 70◦ N, these re-

sults do not alter the conclusions inferred from Fig. 3.

4 Discussion

The aim of this study has been to update earlier reports (viz.

Hall et al., 2008) of turbopause altitude and change deter-

mined for two geographic locations: 70◦ N, 19◦ E (Tromsø)

and 52◦ N, 107◦W (Saskatoon). An effort has been made to

demonstrate that conceivable temperature trends are unable

to alter the overall results, viz. that there is evidence of in-

creasing turbopause altitude at 70◦ N, 19◦ E in summer, but

otherwise no significant change during the period 2001 to

2014. Assimilating results from in situ experiments spanning

the time interval 1966–1992, Pokhunkov et al. (2009) present

estimates of turbopause height trends for several geographi-

cal locations, but during a period prior to that of our obser-

vations. For high latitudes the turbopause is reported to have

fallen by ∼ 2–4 km between 1968 and 1989 – the opposite

sign of our finding for 2001–2014. More recently, further ev-

idence has been presented for a long-term descent of the tur-
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bopause, at least at mid-latitude (Oliver et al., 2014, and ref-

erences therein). The rationale for this is that the atomic oxy-

gen density [O] has been observed to increase during the time

interval 1975–2014 at a rate of approximately 1 % year−1.

The associated change in turbopause height may be estimated

thusly as

H = RT/mg, (10)

where H is scale height, R is the universal gas con-

stant (= 8.314 J mol−1 K−1), m is the mean molecular mass

(kg mol−1) and g is the acceleration due to gravity. At

120 km altitude, g is taken to be 9.5 m s−2. For air and atomic

oxygen, m= 29 and 16 respectively. For a typical tempera-

ture of 200 K, the two corresponding scale heights are there-

fore Hair = 6.04 km and Hoxygen = 10.94 km. If the change

(fall) in turbopause height is denoted by 1hturb, then Oliver

et al. (2014) indicate that the factor by which [O] would in-

crease is given by

exp(1hturb/Hair)/exp(1hturb/Hoxygen). (11)

Note that Oliver et al. (2014) state that “[O] . . . would in-

crease by the amount”, but, since Eq. (1) is dimensionless,

the reader should be aware this is a factor, not an absolute

quantity. At first, there would appear to be a fundamental

difference between the findings derived from [O] at a mid-

latitude station and those for ε from a high-latitude station,

and indeed the paradox could be explained by either the re-

spective methods and/or geographic locations. Usefully, in

this context, Shinbori et al. (2014) and Kozubek et al. (2015)

investigate such geographical diversity. However if one ex-

amines the period from 2002 onwards (corresponding to the

high-latitude data set, but only about one-quarter of that

from the mid-latitude station), a decrease in [O] corresponds

with an increase in 1hturb. If 1hturb for the measured sum-

mer temperature change at high latitude (viz. 0.16 km year−1

from Fig. 3) is inserted in Eq. (1) together with the suggested

scale heights for air and atomic oxygen, one obtains a corre-

sponding decrease in [O] of 16 % decade−1 over the period

2002–2015. The corresponding time interval is not analysed

per se by Oliver et al. (2014), but a visual inspection sug-

gests a decrease of the order of 20 %; the decrease itself is

incontrovertible and therefore in qualitative agreement with

our high-latitude result.

It is somewhat unfortunate that it is difficult to locate si-

multaneous and approximately co-located measurements by

different methods. The turbopause height change by Oliver

et al. (2014) is derived by measurements of [O] and at mid-

latitude; those by Pokhunkov et al. (2009), also by exam-

ining constituent scale heights, include determinations for

Heiss Island (80◦ N, 58◦ E), but this rocket sounding pro-

gramme was terminated prior to the start of our observation

series (Danilov et al., 1979). It should be noted, however,

that the results of seasonal variability presented by Danilov

et al. (1979) agree well with those described here giving cre-

dence to the method and to the validity of the comparisons

above.

Finally, the change in turbopause altitude during the last

decade or more should be placed in the context of other ob-

servations. The terrestrial climate is primarily driven by so-

lar forcing, but several solar cycles of data would be required

to evaluate the effects of long-term change in space weather

conditions on turbulence in the upper atmosphere. A num-

ber of case studies have been reported, however, that indi-

cate how space weather events affect the middle atmosphere

(Jackman et al., 2005; Krivolutsky et al., 2006). One recur-

ring mechanism is forced change in stratospheric chemistry

(in particular, destruction and production of ozone and hy-

droxyl); the associated perturbations in temperature structure

adjust the static stability of the atmosphere through which

gravity waves propagate before reaching the mesosphere. In

addition, greenhouse gases causing global warming in the

troposphere act as refrigerants in the middle atmosphere and

so changing the static stability and therefore the degree to

which gravity waves shed turbulence en route to the UMLT.

Not a subject of this study, it is hypothesised that changes in

the troposphere and oceans give rise to a higher frequency

of violent weather; this in turn could be expected to increase

the overall gravity wave activity originating in the lower at-

mosphere but propagating through the middle atmosphere.

Sudden stratospheric warmings (SSWs) also affect (by def-

inition) the vertical temperature structure and thus gravity

wave propagation (e.g. de Wit et al., 2015; Cullens et al.,

2015). Apart from direct enhancements of stratospheric tem-

peratures, SSWs have been demonstrated to affect planetary

wave activity even extending into the opposite hemisphere

(e.g. Stray et al., 2015). If such effects were capable of, for

example, triggering the springtime breakdown of the polar

vortex, associated horizontal transport of stratospheric ozone

would contribute to determination of the tropopause altitude

(e.g. Hall, 2013) and, again, gravity wave propagation. Over-

all change in the stratosphere is proposed as the origin of the

observed strengthening of the Brewer–Dobson circulation

during the last 35 years at least (Fu et al., 2015). Closer to the

70◦ N, 19◦ E (Tromsø) observations, Hoffmann et al. (2011)

report increases in gravity wave activity at 55◦ N, 13◦ E dur-

ing summer, including at 88 km. Although not co-located,

the increasing gravity wave flux, with waves breaking at the

summer high-latitude mesopause, would similarly increase

turbulence intensity and support the change reported here.

Further references to long-term change in the middle and

upper atmosphere in general can be found in Cnossen et

al. (2015). Background winds and superimposed tides thus

affecting gravity wave propagation and filtering in the at-

mosphere underlying the UMLT also vary from location to

location at high latitude, and the two studies by Manson

et al. (2011) study this zonal difference and compare with

a current model. However, for approximately 10◦ further

north than the Tromsø radar site, these studies give valuable
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background information, not only on the wind field but also

on tidal amplitude perturbation due to deposition of gravity

waves’ horizontal momentum.

5 Conclusion

Updated temporal evolutions of the turbopause altitude have

been presented for two locations: 70◦ N, 19◦ E (Tromsø) and

52◦ N, 107◦W (Saskatoon), the time interval now spanning

1999 to 2015. These turbopause altitude estimates are de-

rived from estimates of turbulent energy dissipation rate ob-

tained from medium-frequency radars. The method entails

knowledge of neutral temperature that had earlier (Hall et

al., 2008) been assumed to be constant with time. Here the

response of the change in turbopause heights over the period

of the study to temperature trends – both hypothetical and

observed – is examined. No temperature trend scenario was

capable of altering the observed turbopause characteristics

significantly; at 70◦ N, 19◦ E an increase in turbopause height

is evident during the 1999–2015 period for summer months,

whereas for winter at 70◦ N, 19◦ E and all seasons at 52◦ N,

107◦W the turbopause height has not changed significantly.

In evaluating these results, however, there are a number of

caveats that must be remembered. Firstly, the radar system

does not perform well with an aurorally disturbed D region –

the study, on the other hand incorporates well over 100 000 h

of data for each radar site, and auroral conditions are occa-

sional and of the order of a few hours each week at most.

Secondly, an influence of the semi-empirical model used to

provide both density and Brunt–Väisälä frequencies cannot

be disregarded. It should also be stressed that a change is be-

ing reported for the observational periods of approximately

15 years (i.e. just over one solar cycle) and parameterised

by fitting linear trend lines to the data; this is distinct from

asserting long-term trends in which solar and anthropogenic

effects can be discriminated.

At first, this conclusion would appear to contradict the

recent report by Oliver et al. (2014) and Pokhunkov et

al. (2009). However, closer inspection shows that if one

considers the time interval 2002–2012 in isolation, there

is a qualitative agreement. In fact, we note that Oliver et

al. (2014) deduce a turbopause change based on chang-

ing atomic oxygen concentration and so we are similarly

able to deduce a change in atomic oxygen concentration

based on the change in turbopause height obtained from

direct estimation of turbulence intensity. Given an average

(i.e. not differentiating between seasons) temperature change

of −3.4± 0.5 K decade−1 for 70◦ N, 19◦ E (Tromsø), the

change in turbopause height in summer over the same time

interval is 1.6± 0.3 km decade−1 suggesting a decrease in

atomic oxygen concentration of 16 %.

The primary aim of this study is to demonstrate the in-

creasing altitude of the summer turbopause at 70◦ N, 19◦ E

and the apparently unvarying altitude in winter and at 52◦ N,

107◦W during the time interval 1999–2014. Independent

studies using a radically different method demonstrate how

to infer a corresponding decrease in atomic oxygen concen-

tration, as a spin-off result. Finally, the question as to the

exact mechanism causing the evolution of turbulence in the

lower thermosphere at, in particular 70◦ N, 19◦ E, remains

unanswered. Furthermore, dynamics at this particular geo-

graphic location may be pathological. The solution perhaps

lies in seasonally dependent gravity wave filtering in the un-

derlying atmosphere being affected by climatic tropospheric

warming and/or middle atmosphere cooling; hitherto, how-

ever, this remains a hypothesis.
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Abstract. Neutral temperatures at 90 km height above
Tromsø, Norway, have been determined using ambipolar dif-
fusion coefficients calculated from meteor echo fading times
using the Nippon/Norway Tromsø Meteor Radar (NTMR).
Daily temperature averages have been calculated from
November 2003 to October 2014 and calibrated against tem-
perature measurements from the Microwave Limb Sounder
(MLS) on board Aura. Large-scale periodic oscillations rang-
ing from ∼ 9 days to a year were found in the data us-
ing Lomb–Scargle periodogram analysis, and these compo-
nents were used to seasonally detrend the daily temperature
values before assessing trends. Harmonic oscillations found
are associated with the large-scale circulation in the mid-
dle atmosphere together with planetary and gravity wave ac-
tivity. The overall temperature change from 2003 to 2014
is −2.2 K± 1.0 K decade−1, while in summer (May–June–
July) and winter (November–December–January) the change
is −0.3 K± 3.1 K decade−1 and −11.6 K± 4.1 K decade−1,
respectively. The temperature record is at this point too short
for incorporating a response to solar variability in the trend.
How well suited a meteor radar is for estimating neutral tem-
peratures at 90 km using meteor trail echoes is discussed, and
physical explanations behind a cooling trend are proposed.

1 Introduction

Temperature changes in the mesosphere and lower thermo-
sphere (MLT) region due to both natural and anthropogenic
variations cannot be assessed without understanding the dy-
namical, radiative and chemical couplings between the dif-
ferent atmospheric layers. Processes responsible for heating
and cooling in the MLT region are many. Absorption of UV
by O3 and O2 causes heating, while CO2 causes strong ra-
diative cooling. Planetary waves (PWs) and gravity waves
(GWs) break and deposit heat and momentum into the mid-
dle atmosphere and influence the mesospheric residual cir-
culation, which is the summer-to-winter circulation in the
mesosphere. Also, heat is transported through advection and
adiabatic processes.

For decades, it has been generally accepted that increased
anthropogenic emissions of greenhouse gases are respon-
sible for warming of the lower atmosphere (e.g. Manabe
and Wetherald, 1975) and that these emissions are caus-
ing the mesosphere and thermosphere to cool (Akmaev and
Fomichev, 2000; Roble and Dickinson, 1989). Akmaev and
Fomichev (1998) report, using a middle atmospheric model,
that if CO2 concentrations are doubled, temperatures will
decrease by about 14 K at the stratopause, by about 10 K
in the upper mesosphere and by 40–50 K in the thermo-
sphere. Newer and more sophisticated models include im-
portant radiative and dynamical processes as well as interac-
tive chemistries. Some model results indicate a cooling rate
near the mesopause lower than predicted by Akmaev and
Fomichev (1998), while others maintain the negative signal
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(French and Klekociuk, 2011; Beig, 2011). The thermal re-
sponse in this region is strongly influenced by changes in dy-
namics, and some dynamical processes contribute to a warm-
ing which counteracts the cooling expected from greenhouse
gas emissions (Schmidt et al., 2006).

Even though the increasing concentration of greenhouse
gases is generally accepted to be the main driver, other
drivers of long-term changes and temperature trends also ex-
ist, namely stratospheric ozone depletion, long-term changes
of solar and geomagnetic activity, secular changes of the
Earth’s magnetic field, long-term changes of atmospheric cir-
culation and mesospheric water vapour concentration (Laš-
tovička et al., 2012). Dynamics may influence temperatures
in the MLT region on timescales of days to months, and in-
vestigations of the influence of this variability on averages
used for temperature trend assessments are important. The
complexity of temperature trends in the MLT region and their
causes act as motivation for studying these matters further.

In this paper, we investigate trend and variability of tem-
peratures obtained from the Nippon/Norway Tromsø Meteor
Radar (NTMR), and we also look at summer and winter sea-
sons separately. In Sect. 2, specifications of the NTMR radar
are given, and the theory behind the retrieval of tempera-
tures using ambipolar diffusion coefficients from meteor trail
echoes is explained. In Sect. 3, the method behind the cali-
bration of NTMR temperatures against Aura MLS tempera-
tures is explained. Section 4 treats trend analysis and anal-
ysis of variability and long-period oscillations in tempera-
tures. The theory and underlying assumptions for the method
used for determining neutral temperatures from meteor trail
echoes, thus how well suited a meteor radar is for estimating
such temperatures is discussed in Sect. 5. Also, physical ex-
planations behind changes in temperature and observed tem-
perature variability are discussed, as well as comparison with
other reports on trends.

2 Instrumentation and data

The NTMR is located at Ramfjordmoen near Tromsø, at
69.58◦ N, 19.22◦ E. It is operated 24 h per day, all year round.
Measurements are available for more than 90 % of all days
since the radar was first operative in November 2003. The
meteor radar consists of one transmitter antenna and five re-
ceivers and is operating at 30.25 MHz. It detects echoes from
ionised trails from meteors, which appear when meteors en-
ter and interact with the Earth’s neutral atmosphere in the
MLT region. The ionised atoms from the meteors are ther-
malised, and the resulting trails expand in the radial direc-
tion mainly due to ambipolar diffusion, which is diffusion in
plasma due to interaction with the electric field. Underdense
meteors, which are the ones used in this study, have a plasma
frequency that is lower than the frequency of the radar, which
makes it possible for the radio wave from the radar to pene-
trate into the meteor trail and be scattered by each electron.
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Figure 1. Vertical distribution of the occurrence of meteor echoes
over Tromsø, averaged over height between 2003 and 2014. The
peak occurrence height is just over 90 km altitude.

Echoes are detected from a region within a radius of ap-
proximately 100 km (horizontal space). The radar typically
detects around 10 000 echoes per day, of which around 200–
600 echoes are detected per hour at the peak occurrence
height of 90 km. Figure 1 shows the vertical distribution of
meteor echoes as a function of height, averaged over the time
period 2003–2014. The number of echoes detected per day
allows for a 30 min resolution of temperature values. The in-
traday periodicity in meteor detections by the NTMR radar
is less pronounced than that of lower-latitude stations and we
do not anticipate tidally induced bias regarding echo rates at
specific tidal phases for daily averages. The height resolution
and the range resolution are both 1 km, when looking at al-
titudes around the peak occurrence height. From the decay
time of the radar signal we can derive ambipolar diffusion
coefficients, Da:

Da =
λ2

16π2τ
, (1)

where λ is the radar wavelength and τ is the radar echo de-
cay time. It has been shown that this coefficient also can be
expressed in terms of atmospheric temperature and pressure:

Da = 6.39× 10−2K0
T 2

p
, (2)

where p is pressure, T is temperature and K0 is the zero-
field reduced mobility factor of the ions in the trail. In this
study we used the value for K0 of 2.4× 10−4 m2 s−1 V−1,
in accordance e.g. with Holdsworth et al. (2006). Pres-
sure values were derived from atmospheric densities ob-
tained from falling sphere measurements appropriate for
70◦ N, combining those of Lübken and von Zahn (1991) and
Lübken (1999), previously used by e.g. Holdsworth (2006)
and Dyrland et al. (2010). These densities do not take into
account long-term solar cycle variations.
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The NTMR radar is essentially identical to the Nip-
pon/Norway Svalbard Meteor Radar (NSMR) located in Ad-
vent Valley on Spitsbergen at 78.33◦ N, 16.00◦ E. Further
explanation of the radar and explanation of theories can be
found in e.g. Hall et al. (2002), Hall et al. (2012), Cervera
and Reid (2000) and McKinley (1961).

Calibration of temperatures derived from meteor echoes
with an independent, coinciding temperature series is nec-
essary, according to previous studies (e.g. Hocking, 1999).
Temperatures from the NSMR radar have been derived
most recently by Dyrland et al. (2010), employing a new
calibration approach for the meteor radar temperatures,
wherein temperature measurements from the Microwave
Limb Sounder (MLS) on the Aura satellite were used in-
stead of the previously used rotational hydroxyl and potas-
sium lidar temperatures from ground-based optical instru-
ments (Hall et al., 2006). Neither ground-based optical ob-
servations nor lidar soundings are available for the time pe-
riod of interest or the location of the NTMR. In this study we
therefore employ the same approach as Dyrland et al. (2010),
using Aura MLS temperatures to calibrate the NTMR tem-
peratures.

NASA’s EOS Aura satellite was launched 15 July 2004
and gives daily global coverage (between 82◦ S and 82◦ N)
with about 14.5 orbits per day. The MLS instrument is one of
four instruments on Aura and samples viewing forward along
the spacecraft’s flight direction, scanning its view from the
ground to ∼ 90 km every ∼ 25 s, making measurements of
atmospheric temperature, among others (NASA Jet Propul-
sion Laboratory, 2015).

Because of a general cooling of most of the stratosphere
and mesosphere the last decades due to e.g. altered concen-
trations of CO2 and O3, the atmosphere has been shrinking,
leading to a lowering of pressure surfaces at various alti-
tudes. It is important to distinguish between trends on fixed
pressure altitudes and fixed geometric altitudes, since trends
on geometric altitudes include the effect of a shrinking at-
mosphere (Lübken et al., 2013). In this study, we have ob-
tained Aura MLS temperature data (version 3.3) for latitude
69.7◦ N± 5.0◦ and longitude 19.0◦ E± 10.0◦ at 90 km geo-
metric altitude.

3 Calibration of NTMR temperatures

Figure 2 shows daily NTMR temperatures from Novem-
ber 2003 to October 2014, derived from Eqs. (1) and (2), plot-
ted together with Aura MLS temperatures. Standard error of
the mean is omitted in the plot for better legibility, but typical
standard error for daily temperatures is 0.2–0.6 K, highest in
winter. The Aura satellite overpasses Tromsø at 01:00–03:00
and 10:00–12:00 UTC, which means that the Aura daily aver-
ages are representative for these time windows. It was there-
fore necessary to investigate any bias arising from Aura not
measuring throughout the whole day. A way to do this is to
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Figure 2. Daily values of NTMR temperatures derived from
Eqs. (1) and (2) before correction for highDa, plotted together with
Aura MLS temperatures before applying any corrections.

assume that Aura temperatures and NTMR temperatures fol-
low the same diurnal variation and thus investigate the diur-
nal variation of NTMR temperatures. This was done by su-
perposing all NTMR temperatures by time of day, obtaining
48 values for each day, since the radar allows for a 30 min
resolution.

There is an ongoing investigation into the possibility that
Da derived by NTMR can be affected by modified electron
mobility during auroral particle precipitation. According to
Rees et al. (1972), neutral temperatures in the auroral zone
show a positive correlation with geomagnetic activity. It is
therefore a possibility that apparentDa enhancements during
strong auroral events do not necessarily depict neutral tem-
perature increase. This matter requires further attention.

Plotting hourly Da values shows clear evening enhance-
ments, especially during winter (not shown here). Investiga-
tion of possible unrealisticDa enhancements was carried out
by calculating standard errors of estimated hourlyDa values:

se=
σ
√

ne
, (3)

where σ is standard deviation and ne is the number of echoes
detected by the radar. By examining and testing different re-
jection criteria, we arrived at a threshold of 7 % in standard
error of hourlyDa values for identifying unrealistic enhance-
ments. This rejection criterion led to that 5.4 % of the Da
values were rejected. NTMR temperatures after application
of the Da rejection procedure will hereafter be referred to as
Da-rejected NTMR temperatures.

Figure 3 shows monthly averages of the superposed values
of Da-rejected NTMR temperatures as a function of time of
day for days coinciding with Aura measurements. It is evi-
dent from the figure that the lowest temperatures are in gen-
eral achieved in the forenoon, which coincides with one of
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Figure 3. Monthly averages of diurnal temperature variation de-
rived from NTMR after correction for high Da at 90 km altitude.
For clarity, time series are displaced by 5 K per month subsequent
to January. The time of day corresponding to when Aura makes
measurements over Tromsø (01:00–03:00 and 10:00–12:00 UTC)
is highlighted.

the periods per day when Aura MLS makes measurements
over Tromsø.

Subtracting monthly averages of the 00:00–24:00 UTC
temperatures from the 01:00–03:00 and 10:00–12:00 UTC
temperatures gave the estimated biases in Aura daily means
due to only sampling during some hours of the day and are
given in Table 1. By judging by the measurement windows,
Aura underestimates the daily mean (00:00–24:00 UTC)
more during winter than during spring and summer. Note the
higher standard deviations in spring and summer compared
with winter.

The initially obtained Aura temperatures were corrected
by adding the biases from Table 1 in order to arrive at
daily mean temperatures that were representative for the en-
tire day. Also, the Aura temperatures were corrected for
“cold bias”. French and Mulligan (2010) report that Aura
MLS temperatures exhibit a 10 K cold bias compared with
OH∗(6–2) nightly temperatures at Davis Station, Antarctica.
A newer study by García-Comas et al. (2014) shows that
Aura MLS exhibits a bias compared with several satellite in-
struments which varies with season. According to their find-
ings, a 10 K correction for cold bias was applied to the Aura
summer and winter temperatures (June–August, December–
February), while a 5 K correction was applied to autumn and
spring temperatures (September–November, March–May).
The corrected Aura temperatures will hereafter be referred
to as local time and cold bias-corrected Aura MLS tempera-
tures.

Local time and cold bias-corrected Aura temperatures
were plotted against Da-rejected NTMR temperatures, and

the linear fit (R2
= 0.83) is described by:

TNTMR = 0.84TAura+ 32, (4)

where TNTMR is Da-rejected temperature obtained from
NTMR, and TAura is local time and cold bias-corrected tem-
perature from Aura MLS. Inverting Eq. (4) enabled us to es-
timate NTMR temperatures calibrated with respect to Aura
MLS temperatures. NTMR temperatures were now corrected
for days of measurements coinciding with Aura measure-
ments and are hereafter referred to as MLS-calibrated NTMR
temperatures. For calibration of NTMR temperatures from
November 2003 to August 2004 (before the beginning of the
Aura MLS dataset), Da-rejected NTMR temperatures were
used as input to the inverted equation to arrive at calibrated
NTMR temperatures.

To estimate the calibration uncertainty, all local time and
cold bias-corrected Aura temperatures were subtracted from
the MLS-calibrated NTMR temperatures, and the differences
were plotted in a histogram with 5 K bins (not shown here).
A Gaussian was fitted to the distribution. The standard de-
viation of the Gaussian was 11.9 K, which is considered to
be the overall uncertainty of the calibration. Finally, Fig. 4
shows the MLS-calibrated NTMR temperatures with uncer-
tainties plotted together with Aura MLS temperatures, cor-
rected for cold and time-of-day measurement bias.

4 Results

Weatherhead et al. (1998) discuss the effects of autocorre-
lation and variability on trend estimation and emphasise that
changes in environmental variables are often modelled as be-
ing a linear change, even though there may be a high degree
of periodic variation within the data in addition to the linear
trend. A linear trend model assumes that measurements of
the variable of interest at time t can be expressed as follows:

Yt = µ+ St +ωLt +Nt , (5)

where µ is a constant term, St is a seasonal component, Lt is
the linear trend function, ω is the magnitude of the trend and
Nt is noise. Nt may be autocorrelated and the result of var-
ious natural factors, which give rise to somewhat smoothly
varying changes in Nt over time. Such natural factors may
not always be known or measurable.

Taking this into account, variability of the data was ex-
plored before assessing the linear trend of the temperature
data. In Sect. 4.1, a Lomb–Scargle periodogram analysis is
conducted, and periodic components in the data are identi-
fied before assessing the trend, while in Sect. 4.2 solar cycle
dependence is briefly explored, even though the temperature
record is too short for this to be incorporated in the trend
analysis.
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Table 1. Bias/overestimate expected from Aura monthly averages due to Aura MLS only measuring between 01:00 and 03:00 UTC and
between 10:00 and 12:00 UTC.

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Aura bias (K) −6.3 −6.5 −3.3 −0.08 −0.5 −0.6 −1.4 −1.3 −2.7 −3.5 −3.9 −4.6

σ (K) 3.2 4.7 6.0 8.1 6.6 7.1 7.5 6.7 6.0 5.3 2.6 1.8

Year
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
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Figure 4. Daily values of MLS-calibrated NTMR temperatures plotted together with Aura MLS temperatures corrected for cold and time-
of-day bias. The overall calibration uncertainty is indicated by the grey shading.

4.1 Estimation of periodic variability and trend

To identify periodic variability, a Lomb–Scargle (LS) peri-
odogram analysis was applied to the MLS-corrected NTMR
temperatures (Press and Rybicki, 1989). LS analysis is a
modified discrete Fourier transform algorithm suitable for
unevenly spaced data. Figure 5 (upper panel) shows the LS
periodogram, identifying a particularly strong annual (A)
component, but also a semi-annual (A/2) and two sub-annual
peaks (A/3 and A/4), significant at the 99 % level.

Following the procedure of Niciejewski and
Killeen (1995), the daily temperatures were fit to the
following approximation:

TNTMR (t)= T0+
∑
i

(
di sin

2π
pi
t + ei cos

2π
pi
t

)
+Lt, (6)

where TNTMR(t) is observed daily temperature, T0 is the av-
erage temperature, i is the number of harmonic components
found in the LS analysis, di and ei are the amplitudes of the
ith harmonic component, pi is the period of the ith harmonic
component and t is the day number. L represents the trend.
The average temperature over the 11-year period, T0, was
found to be 189.4± 0.6 K.

It has been shown that the confidence levels in the peri-
odogram are only strictly valid for the peak with the highest
spectral power (Scargle, 1982). Thus, there may be peaks sig-
nificant at the 95 % level even though they are not noticeable
in the periodogram, due to their variance being overestimated
by the presence of the larger peaks. Therefore, after fitting the
primary periodic components with significance better than
the 99 % level to the NTMR temperatures using Eq. (6), LS
analysis was repeated on the temperature residuals to check
for additional significant periodic components in the data.
Horne and Baliunas (1986) point out that the periodogram
power needs to be normalised by the total variance of the data
in order to obtain spectral peaks with correct magnitude. The
variance of the data was therefore adjusted to maintain the
correct probability distribution of the periodogram. Figure 5
(lower panel) shows spectral power of harmonics found at
better than 95 % significance level of residuals obtained after
fitting the sinusoids of the four largest peaks. The apparently
significant peaks located near 91, 121, 184 and 363 days,
even though these harmonics have been filtered out at this
stage, are due to spectral leakage, which means that for a
sinusoidal signal at a given frequency, ω0, the power in the
periodogram not only appears at ω0, but also leaks to other
nearby frequencies (Scargle, 1982). All periodic components
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Figure 5. Upper panel: Lomb–Scargle periodogram for daily NTMR temperatures from 2003 to 2014. The y axis has been truncated for
clarity. Lower panel: periodogram for residuals after fitting sinusoids for the four largest peaks from the upper panel. Peaks significant at
better than 95 % are marked with numbers corresponding to period.

Table 2. Periodic components found in data using Lomb–Scargle
periodogram analysis. All components were identified as better than
the 99 % significance level, except for the 32-day harmonic, which
was significant at the 95 % level. Amplitudes are given with 95 %
confidence bounds.

Periodic component Amplitude
(days) (K)

363 21.5± 0.4
184 6.5± 0.4
121 3.8± 0.4
91 2.9± 0.4
69 1.2± 0.4
52 1.5± 0.4
46 1.1± 0.4
32 0.9± 0.4

9.0 1.0± 0.4

found at better than 95 % significance and their amplitudes
are listed in Table 2.

The trend was estimated from the approximation in Eq. (6)
to be −2.2 K± 1.0 K decade−1. From Tiao et al. (1990), this
trend can be considered significantly non-zero at the 5 %
level, since the uncertainty (2σ = 2.0 K decade−1) is less
than the trend itself. We estimated the number of years for
which a trend can be detectable, following the formulation
of Weatherhead et al. (1998):

n∗ ≈

(
3.3σN
|ω0|

√
1+ϕ
1−ϕ

)2/3

, (7)

where n∗ is the number of years required, ω0 is the magni-
tude of the trend per year, σN is the standard deviation of
noise N and ϕ is the autocorrelation function of the noise at
lag 1. The value 3.3 corresponds to a 90 % probability that
the trend is detectable after n∗ years. Solving Eq. (7) reveals
that the minimum number of years required for detecting a
decadal trend of −2.2 K is about 17 years.

The resulting composite of the least-squares fit is shown
in Fig. 6, together with the MLS-corrected NTMR tempera-
tures. We see that the smooth curve represents the periodicity
in the data to a good extent, but there is still variability not
accounted for. Temperature residuals obtained after subtract-
ing the MLS-calibrated NTMR temperatures from the fit in
Fig. 6 are henceforth referred to as fit residuals.

In addition to the harmonics listed in Table 2, we found
a harmonic of ∼ 615 days (see Fig. 5, lower panel), which
was not statistically significant. We also found a ∼ 17-day
oscillation, significant at the 95 % level (see Fig. 5, lower
panel), but the amplitude of this component was found to be
close to 0 K. The 615-day and 17-day periodic components
were therefore not incorporated in the composite fit.

In Fig. 7, all individual years are superposed by day of
year. This was done to better visualise the variability of an av-
erage year. In addition to the broad maximum in temperatures
during winter and the narrower minimum during summer, we
see minor enhancements just after the spring equinox (day of
year ∼ 100) and summer solstice (day of year ∼ 210) and
also a local minimum in early winter. Explanations for the
variability will be discussed in Sect. 5.1.

In addition to the average temperature change, we also
treated summer and winter seasons separately. First, monthly
averages of the temperature residuals were calculated and
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Figure 6. MLS-corrected NTMR daily temperatures (black dots) and the least-squares fit of the average, trend and periodic components (red
curve).
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Figure 7. Superposed-epoch analysis of daily MLS-corrected
NTMR temperatures. The smooth, black line is the composite fit
of all periodic components listed in Table 2. Spring and autumn
equinoxes and winter and summer solstice are marked SE, AE, WS
and SS, respectively.

trends for each month were investigated. Figure 8 shows the
result. Then, averages of November, December and January
and of May, June and July were made. As opposed to the me-
teorological seasons as experienced in the troposphere, we
have chosen to define “winter” and “summer” as the three
months centred on the respective solstices. However, since
the meteorological winter and summer are defined differ-
ently, we will refer to these trends as NDJ and MJJ trends.
The linear NDJ trend is −11.6 K± 4.1 K decade−1, and the
MJJ trend is −0.3 K± 3.1 K decade−1. Solving Eq. (7) for
NDJ and MJJ trends reveals a minimum length for trend de-
tection of 10.8 and 63 years, respectively.

The trend analysis was also performed without carrying
out the Da rejection procedure explained in Sect. 3. Final

results of the trend analysis, both when excluding and in-
cluding rejection of Da values due to hypothetical anoma-
lous electrodynamic processes, do not differ significantly. It
is reasonable to believe that strong geomagnetic conditions
can affect derived temperatures on a short timescale. How-
ever, due to the considerable quantity of data employed in
this study, it is inconceivable that this effect will change the
conclusions regarding trends, as our results also show.

4.2 Exploration of solar flux dependence

Our dataset covers 11 years of meteor radar temperatures
and thus it is shorter than the corresponding solar cycle
(which was somewhat longer than the average 11 years).
Even though it is premature to apply solar cycle analysis to
a time series this short, we will briefly explore and present
our temperature data together with solar variability. In this
study we use the F10.7 cm flux as a proxy for solar activity,
which is the most commonly used index in middle/upper at-
mospheric temperature trend studies (e.g. Laštovicka et al.,
2008; Hall et al., 2012).

Figure 9 shows yearly values of F10.7 cm plotted against
yearly averaged fit residual temperatures. For clarity, black
bullets corresponding to years are connected with lines, mak-
ing it easier to see the progression from high solar flux to
solar minimum and back to solar maximum. We see that, to
some extent, there is a conjunction between low solar flux
values and negative temperature fit residuals. For the years
2006–2010, which were years of solar minimum, fit residu-
als were on average negative. For the years 2005 and 2011,
which were years in between solar maximum and minimum,
fit residuals were close to zero. However, for years with
higher F10.7 values the tendency of increasing fit residuals
is less distinct. Ogawa et al. (2014) find a non-linear rela-
tionship between upper-atmospheric temperatures and solar
activity using EISCAT UHF (ultra-high frequency) radar ob-
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Figure 8. Monthly temperature trends at 90 km altitude over
Tromsø. Standard deviations are given as error bars.

servations from 200 to 450 km altitude over Tromsø, even
though it must be noted that the altitude range they look at
differs from ours.

5 Discussion

Statistically significant periodic components found in the
temperature data are annual (A) and semi-annual (A/2) os-
cillations, and 121- (A/3), 91- (A/4), 69- (A/5), 52- (A/7),
46- (A/8), 32- and 9-day oscillations. Temperature change
from 2003 to 2014 is−2.2 K± 1.0 K decade−1, and MJJ and
NDJ trends are−0.3 K± 3.1 and−11.6 K± 4.1 K decade−1,
respectively. Explanations for the periodic variability will be
proposed in Sect. 5.1. In Sect. 5.2, physical explanations for
the temperature change will be explored, and our results will
be compared with other reports on mesospheric trends at high
and midlatitudes. Trends will be discussed in terms of the
method used for deriving temperatures in Sect. 5.3.

5.1 Mechanisms for the observed variability and
harmonics

The A, A/2, A/3, A/4, A/5, A/7 and A/8 components are
also found for OH∗ temperatures over other mid- and high-
latitude sites (e.g. Espy and Stegman, 2002; Bittner et al.,
2000; French and Burns, 2004). In addition to these compo-
nents, A/6 and A/9 sub-annual harmonics, as well as other
shorter-period components, have been identified in other
datasets (e.g. Bittner et al., 2000; French and Burns, 2004).

Espy and Stegman (2002) attribute the asymmetry with the
broad winter maximum and the narrow summer minimum to
the A/2 harmonic, and the temperature enhancements during
the equinoxes to the A/3 and A/4 harmonics.

French and Burns (2004) identify the visible variations
of the 52-day (A/7) component in their data from Davis,
Antarctica, and find this component’s phase to be “locked”
to the day of year, indicating a seasonal dependence. Espy
and Stegman (2002) only find this component as a result
of LS analysis of their superposed-epoch data, also indicat-
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Figure 9. Yearly values of F10.7 cm solar radio flux plotted against
yearly averaged temperature fit residuals. Year 2003 is left out of
the figure due to the data coverage (only data for November and
December).

ing that the phase is locked to the day of year. French and
Burns (2002) and Bittner et al. (2000) find in general strong
differences from year to year in the significant oscillations
observed. We have not carried out analysis of the year-to-
year variation in oscillations observed, but considering, e.g.
the uneven occurrences of SSWs (sudden stratospheric warn-
ings), we have no reason to conclude otherwise regarding our
data.

The∼ 9-day oscillation we find in our data can most likely
be designated to travelling planetary waves, which have typ-
ical periods of 1–3 weeks, with 8–10 days as a prominent
period (Salby, 1981a, b).

The ∼ 615 day periodic component (not statistically sig-
nificant) may at first glance seem to be somehow related
to the quasi-biennial oscillation (QBO), which is a system
where zonal winds in the lower equatorial stratosphere al-
ternate between westward (easterly) and eastward (westerly)
with a mean period of 28–29 months. Also other studies find
a ∼ 2 year periodic component in their temperature data, at-
tributed to a QBO effect (Espy and Stegman, 2002; Bittner
et al., 2000; French and Burns, 2004 – the two latter give
statistically inconclusive results). However, our ∼ 615 day
component is quite far from the mean period of the QBO.
That, in addition to it not being significant, makes it difficult
to interpret.

The higher temperature variability during winter com-
pared with summer, visible in Fig. 7, is also found in other
datasets at mid- and high latitudes (e.g. Espy and Stegman,
2002; Bittner et al., 2000). This feature and the observations
of local temperature enhancement around day 200 as well as
the reduction of the strong, negative seasonal gradient just
after the spring equinox can be explained by the state of the
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background wind system in the middle atmosphere and the
corresponding propagation of planetary and gravity waves.
Enhanced GW and PW flux and momentum into the meso-
sphere lead to enhanced turbulent diffusion, which can result
in increased temperatures. PWs can only propagate westward
and against the zonal flow, so easterly winds in the middle at-
mosphere during summer are blocking vertical propagation
of long-period PWs into the MLT region. In contrast, dur-
ing winter stratospheric zonal winds are westerly, favouring
PW propagation. The presence of upward-propagating PWs
during winter is therefore an explanation for the higher vari-
ability during this season.

GWs can propagate both eastward and westward, but only
against the zonal flow, implying the presence of eastward-
propagating GWs during summer and westward-propagating
GWs during winter. The extratropical meso- and strato-
spheric zonal winds are very weak and change direction dur-
ing the equinoxes, resulting in a damping of both westward-
and eastward-propagating GWs during these periods (Hoff-
mann et al., 2010). Enhanced PW activity is observed at
the same time (Stray et al., 2014). Temperature enhance-
ments after the spring equinox are related to the final break-
down of the polar vortex or the last stratospheric warming
event (Shepherd et al., 2002). Several studies have observed
a “springtime tongue” of westward flow between 85 and
100 km, occurring approximately from day 95 to 120, reflect-
ing the final warming (e.g. Hoffmann et al., 2010; Manson et
al., 2002). The final warming is characterised by forced plan-
etary Rossby waves that exert a strong westward wave drag
from the stratosphere up to 100 km.

Enhanced PW activity has also been observed during mid-
summer, due to interhemispheric propagation of PWs into
the summer mesopause (Stray et al., 2014; Hibbins et al.,
2009). Also, enhanced short-period GW activity has been
observed during summer (Hoffmann et al., 2010). Increased
temperatures during midsummer may thus be a result of the
combined effect of upward-propagating GWs and interhemi-
spheric propagation of PWs.

Several studies have identified large temperature ampli-
tude perturbations during the autumn equinox in particu-
lar (Taylor et al., 2001; Liu et al., 2001). The same sig-
nature is hard to find in our data. Hoffmann et al. (2010)
find latitudinal differences in the amplitude of the semidi-
urnal meridional tide during the autumn equinox, observing
stronger tidal amplitudes at Juliusruh (55◦ N, 13◦ E) com-
pared with Andenes (69◦ N, 16◦ E). Manson et al. (2009)
also find longitudinal differences in tides at high latitudes.
Reasons for not observing increased temperatures around the
autumn equinox are not clear, and further investigations are
needed in order to make conclusions.

The local temperature minimum in early winter is also
seen in other temperature data from mid- and high latitudes
(e.g. French and Burns, 2004; Holmen et al., 2013; Shep-
herd et al., 2004). French and Burns (2004) find a decrease
in large-scale wave activity during midwinter which they as-

sociate with the observed temperature minimum, but iden-
tify this as a Southern Hemisphere phenomenon. Shepherd et
al. (2004) attribute the decrease in temperature to early win-
ter warming of the stratosphere, characterised by the growth
of upward-propagating PWs from the troposphere which de-
celerate/reverses the eastward stratospheric jet, resulting in
adiabatic heating of the stratosphere and adiabatic cooling
of the mesosphere. However, Shepherd et al. used temper-
ature data from 1991 to 1999, which is prior to the start
of our temperature record, and timings of SSWs are differ-
ent from year to year. We investigated the timing and occur-
rence of SSW events during the last decade using NASA re-
analysis temperatures and zonal winds provided through the
Modern-Era Retrospective analysis for Research and Appli-
cations (MERRA) project (NASA, 2016). Most SSWs oc-
curring between 2003 and 2014 start in the beginning of Jan-
uary or mid-January. One exception is the major warming
in 2003–2004, in which zonal winds started to decelerate in
mid-December. There are signs of a minor warming in the
transition between November and December 2012, but there
is not enough evidence to conclude that the local minimum
of NTMR temperatures starting in early November is associ-
ated with early winter warming of the stratosphere. It is more
likely that the pronounced variability in temperatures we see
in January and February (days ∼ 0–50) in Fig. 7 is a mani-
festation of the SSW effect.

5.2 Physical explanations for cooling and comparison
with other studies

Other studies on long-term mesospheric temperature trends
from mid and high latitudes yield mostly negative or near-
zero trends. Few studies cover the same time period as
ours, and few are from locations close to Tromsø. Hall et
al. (2012) report a negative trend of−4 K± 2 K decade−1 for
temperatures derived from the meteor radar over Longyear-
byen, Svalbard (78◦ N, 16◦ E) at 90 km height over the
time period 2001 to 2011, while Holmen et al. (2014)
find a near-zero trend for OH∗ airglow temperatures at
∼ 87 km height over Longyearbyen over the longer time pe-
riod 1983 to 2013. Offermann et al. (2010) report a trend of
−2.3 K± 0.6 K decade−1 for ∼ 87 km height using OH∗ air-
glow measurements from Wuppertal (51◦ N, 7◦ E). It must
be noted that the peak altitude of the OH∗ airglow layer can
vary and thus affect the comparability of OH∗ airglow tem-
perature trends and meteor radar temperature trends. Winick
et al. (2009) report that the OH∗ airglow layer can range from
75 to > 90 km, while the newer study by von Savigny (2015)
indicates that the layer height at high latitudes is remarkably
constant from 2003 to 2011. Beig (2011) report that most re-
cent studies on mesopause region temperature trends show
weak negative trends, which is in line with our results.

According to the formulation by Weatherhead et
al. (1998), our time series is not long enough for significant
trend detection. We need another ∼ 6 years of data before a
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trend of magnitude −2.2 K± 1.0 K decade−1 is significant.
Response to solar variability has not been taken into account
due to the length of the temperature record. Our slightly neg-
ative overall trend must therefore be considered tentative.
The summer trend requires many more years of data before
it can be considered significant, because is a near-zero trend.
However, the winter trend can be considered detectable and
also significantly different from zero, following the criteria
from Weatherhead et al. (1998) and Tiao et al. (1990).

Our results indicate a cooling at 90 km altitude over
Tromsø in winter. A general cooling of the middle atmo-
sphere will cause a contraction of the atmospheric column,
hence a lowering of upper-mesospheric pressure surfaces.
The pressure model used as input to Eq. (2) is only seasonally
dependent, so a possible trend in pressure at 90 km must be
addressed. By looking at Eq. (2), it is evident that if pressure
decreases, temperature will decrease even more. Incorporat-
ing a decreasing trend in the pressure model will then serve
to further strengthen the negative temperature trend we ob-
serve.

It has been proposed that GWs may be a major cause of
negative temperature trends in the mesosphere and thermo-
sphere (Beig, 2011; Oliver et al., 2013). GWs effectively
transport chemical species and heat in the region, and in-
creased GW drag leads to a net effect of cooling above the
turbopause (Yigit and Medvedev, 2009). GWs are shown
to heat the atmosphere below about 110 km altitude, while
they cool the atmosphere at higher altitudes by inducing a
downward heat flux (Walterscheid, 1981). However, there
are large regional differences regarding trends in GW activ-
ity. Hoffmann et al. (2011) find an increasing GW activity
in the mesosphere in summer for selected locations, but Ja-
cobi (2014) finds larger GW amplitudes during solar maxi-
mum and relates this to a stronger mesospheric jet during so-
lar maximum, both for winter and summer. Since we have not
conducted any gravity wave trend assessment in this study,
we cannot conclude that GW activity is responsible for the
negative temperature trend, but we cannot rule out its role
either.

The stronger cooling trend for winter is also consistent
with model studies. Schmidt et al. (2006) and Fomichev et
al. (2007) show, using the HAMMONIA and CMAM mod-
els, respectively, that a doubling of the CO2 concentration
will lead to a general cooling of the middle atmosphere,
but that the high-latitude summer mesopause will experience
insignificant change or even slight warming. They propose
that this is the result of both radiative and dynamical ef-
fects. In summer, the CO2 radiative forcing is positive due
to heat exchange between the cold polar mesopause and the
warmer, underlying layers. Also, CO2 doubling alters the
mesospheric residual circulation. This change is caused by
a warming in the tropical troposphere and cooling in the ex-
tratropical tropopause, leading to a stronger equator-to-pole
temperature gradient and hence stronger midlatitude tropo-
spheric westerlies. This causes the westerly gravity wave

drag to weaken, resulting in decreased adiabatic cooling from
a slower ascent of the upper-mesospheric circulation. How-
ever, it must be noted that our strong, negative NDJ trend
may differ from a trend estimated for meteorological winter
months.

5.3 Suitability of a meteor radar for estimation of
neutral temperatures at 90 km height

As explained in Sect. 2, neutral air temperatures derived from
meteor trail echoes depend on pressure, p, the zero-field re-
duced mobility of the ions in the trail, K0, and ambipolar
diffusion coefficients, Da. K0 will depend on the ion com-
position in the meteor trail, as well as the chemical compo-
sition of the atmosphere. The chemical composition of the
atmosphere is assumed to not change significantly with sea-
son (Hocking, 2004). Unfortunately, the exact content of a
meteor trail is unknown. Usually, a value for K0 between
1.9× 10−4 and 2.9× 10−4 m2 s−1 V−1 is chosen, depend-
ing on what ion one assumes to be the main ion of the trail
(Hocking et al., 1997). Even though we in this study have
chosen a constant value for K0 of 2.4× 10−4 m2 s−1 V−1,
some variability in K0 is expected. According to Hock-
ing (2004), variability can occur due to fragmentation of the
incoming meteoroid, anisotropy in the diffusion rate, plasma
instabilities and variations in the composition of the meteor
trail. Using computer simulations, they report a typical vari-
ability in K0 from meteor to meteor of 27 % and that the
variability is most dominant at higher temperatures. Based
on this, we cannot rule out sources of error due to the choice
of K0 as a constant, but since we have no possibility to anal-
yse the composition of all meteor trails detected by the radar,
we have no other choice than to choose a constant value for
K0.

How well ambipolar diffusion coefficients obtained for
90 km altitude are suited for calculating neutral tempera-
tures has previously been widely discussed, e.g. by Hall et
al. (2012) for the trend analysis of Svalbard meteor radar
data, but will be shortly repeated here. For calculations of
temperatures using meteor radar, ambipolar diffusion alone
is assumed to determine the decay of the underdense echoes.
Diffusivities are expected to increase exponentially with
height through the region from which meteor echoes are ob-
tained (Ballinger et al., 2008; Chilson et al., 1996). Hall et
al. (2005) find that this is only the case between ∼ 85 and
∼ 95 km altitude, using diffusion coefficients delivered by
NTMR from 2004. They find diffusivities less than expected
above ∼ 95 km and diffusivities higher than expected below
∼ 85 km. Ballinger et al. (2008) obtain a similar result us-
ing meteor observations over northern Sweden. It has been
proposed that processes other than ambipolar diffusion influ-
ence meteor decay times. If this is the case it may have con-
sequences for the estimation of temperatures, and therefore
it is important to investigate this further.
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Departures of the anticipated exponential increase with
height of molecular diffusion above ∼ 95 km in previous
studies are attributed to the gradient-drift Farley–Buneman
instability. The Farley–Buneman instability occurs where the
trail density gradient and electric field are largest. Due to
frequent collisions with neutral particles, electrons are mag-
netised while ions are left unmagnetised, causing electrons
and ions to differ in velocity. Electrons then create an elec-
tric field perpendicular to the meteor trail, leading to anoma-
lous fading times that can be an order of magnitude higher
than those expected from ambipolar diffusion. The minimum
altitude at which this occurs depends on the trail altitude,
density gradient and latitude, and at high latitudes this alti-
tude is ∼ 95 km. Therefore, using ambipolar diffusion rates
to calculate trail altitudes above this minimum altitude may
lead to errors of several kilometres, since the diffusion coef-
ficients derived from the measurements are underestimated
(Ballinger et al., 2008; Dyrud et al., 2001; Kovalev et al.,
2008).

Reasons for the higher-than-expected diffusivities below
∼ 85 km are not completely understood, according to the-
ory. Hall (2002) proposes that neutral turbulence may be re-
sponsible for overestimates of molecular diffusivity in the
region ∼ 70–85 km, but this hypothesis is rejected by Hall
et al. (2005) due to a lacking correlation between neutral air
turbulent intensity and diffusion coefficients delivered by the
NTMR radar. Other mechanisms for overestimates of molec-
ular diffusivity include incorrect determination of echo alti-
tude and fading times due to limitations of the radar (Hall et
al., 2005).

Since the peak echo occurrence height is 90 km and this is
also the height at which a minimum of disturbing effects oc-
cur, 90 km height is therefore considered the optimal height
for temperature measurements using meteor radar. Ballinger
et al. (2008) report that meteor radars in general deliver reli-
able daily temperature estimates near the mesopause using
the method outlined in this study, but emphasise that one
should exercise caution when assuming that observed meteor
echo fading times are primarily governed by ambipolar dif-
fusion. They propose, after Havnes and Sigernes (2005), that
electron–ion recombination can impact meteor echo decay
times. This can especially affect the weaker echoes, hence
this effect can lead to an underestimation of temperatures.

Determination of temperatures from meteor radar echo
times is a non-trivial task, mainly because the calculation
of ambipolar diffusion coefficients depends on the ambient
atmospheric pressure. By using radar echo decay times to
calculate ambipolar diffusion coefficients from Eq. (1), we
can get an estimate for T 2/p from Eq. (2). Input of pres-
sure values into the equation will thus provide atmospheric
temperatures. However, measurements of pressure are rare
and difficult to achieve at 90 km height, and often one has
to rely on model values. Traditionally, pressure values at
90 km have been calculated using the ideal gas law, taking
total mass density from atmospheric models, e.g. the Mass

Spectrometer and Incoherent Scatter Radar (MSIS) models,
where the newest version is NRLMSISE-00. It is hard to ver-
ify the pressure values derived from the models because of
lack of measurements to compare the model to; hence us-
ing the pressure values may result in uncertainties of esti-
mated atmospheric temperatures. In this study, we obtained
pressure values from measurements of mass densities ob-
tained from falling spheres combined with sodium lidar from
Andøya (69◦ N, 15.5◦ E) (Lübken, 1999; Lübken and von
Zahn, 1991). All measurements have been combined to give
a yearly climatology, that is, one pressure value for each day
of the year. Since Andøya is located in close proximity to
Tromsø (approximately 120 km), the pressure values are con-
sidered appropriate for our calculations of neutral tempera-
tures. One disadvantage with using pressure values obtained
from the falling sphere measurements is that no day-to-day
variations are taken into account, only the average climatol-
ogy.

6 Conclusions

A number of long-period oscillations ranging from ∼ 9 days
to a year were found in the NTMR temperature data. Temper-
ature variability observed may, to a large extent, be explained
by the large-scale circulation of the middle atmosphere and
the corresponding activity in waves propagating from below.
Higher temperature variability in winter is due to the pres-
ence of upward-propagating PWs during this season, in con-
trast to summer, when easterly winds in the middle atmo-
sphere are blocking vertical propagation of long-period PWs
into the MLT region. The variability is particularly high in
January and February, which are periods where SSW events
occur frequently. In addition to the general maximum of tem-
peratures in winter and minimum in summer, our data show
a local temperature enhancement around day 210, a local
minimum in early winter and reduction of the strong, neg-
ative seasonal gradient after the spring equinox. The reduc-
tion of the strong, negative seasonal gradient after the spring
equinox is related to the final breakdown of the polar vortex
(Shepherd et al., 2002), while the increase during summer
is most likely associated with a combined effect of upward-
propagating GWs and interhemispheric propagation of PWs
(Stray et al., 2014; Hoffmann et al., 2010). No evident rea-
son can be found for the local temperature minimum in early
winter or the fact that we do not see enhanced temperatures
during the autumn equinox, as identified by others (e.g. Tay-
lor et al., 2001; Liu et al., 2001).

The trend for NTMR temperatures at 90 km height
over Tromsø was found to be −2.2 K± 1.0 K decade−1.
Summer (May, June, July) and winter (November,
December, January) trends are −0.3 K± 3.1 and
−11.6 K± 4.1 K decade−1, respectively. Following the
criterion from Weatherhead et al. (1998), the temperature
record is only long enough for the NDJ trend to be con-

www.atmos-chem-phys.net/16/7853/2016/ Atmos. Chem. Phys., 16, 7853–7866, 2016



7864 S. E. Holmen et al.: Neutral atmosphere temperature trends and variability

sidered detectable. Response to solar variability was not
incorporated in the trend, due to the time series being shorter
than the corresponding solar cycle. However, when looking
at the progression from high solar flux to solar minimum and
back to solar maximum we see, to some extent, that there
is a conjunction between low solar flux values and negative
temperature fit residuals and vice versa.

A weak overall cooling trend is in line with other recent
studies on mesopause region temperature trends. A cooling
of the middle atmosphere will cause a lowering of upper-
mesospheric pressure surfaces. By implementing a negative
trend in pressure at 90 km into the equation that we use for
estimating temperatures, the negative temperature trend is
enhanced, which reinforces our finding of a cooling trend.
The most accepted theory behind a cooling of the middle at-
mosphere is increased greenhouse gas emissions, which may
lead to a change in dynamics. Our results yield a more neg-
ative trend in winter compared with summer, which may be
explained by radiative and dynamical effects. In summer, a
larger heat exchange takes place from atmospheric layers be-
low the cold, polar mesopause. Weakening of gravity wave
drag leads to weakening of the mesospheric residual circula-
tion, which counteracts cooling. These effects occur due to
increased CO2 concentrations in the atmosphere, according
to model studies.

7 Data availability

Meteor echo fading times from the NTMR radar used to
calculate ambipolar diffusion coefficients and neutral tem-
peratures are available upon request from Chris Hall at
Tromsø Geophysical Observatory (chris.hall@uit.no). The
Aura MLS temperature data are publicly available from the
NASA Jet Propulsion Laboratory at http://mls.jpl.nasa.gov/
index-eos-mls.php.
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